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EXECUTIVE SUMMARY 
This deliverable shows the “Final DAI-DSS Research Collection” as part of the Horizon Europe project FAIRWork. 
The deliverable aims to describe guidelines, methods and tools for democratising the production process in the 
light of their flexibilization utilizing artificial intelligence (AI), Optimisation, Human Factors Analytics, and multi-agent 
systems (MAS) as mediators in the form of prototypes, physical experiments in laboratories, implemented 
questionnaires, modelling tools or semantic model of criteria catalogues. Importantly, this collection is published in 
the FARIWork Innovation Shop and represents the key support features for the Democratic AI-based Decision 
Support System Support System (DAI-DSS). The FAIRWork Innovation shop is accessible online as Deliverable 
3.3. This document is considered the accompanying document of the deployed online version. 

https://innovationshop.fairwork-project.eu/ 

This deliverable also presents the scientific basis for the FAIRWork project across seven research tracks: The 
“Democratization of Decision-Making in Socio-Technical Settings” examines the dynamics of democratization 
in industry through MAS by exploring the contextual conditions for implementing a DSS within socio-technical 
frameworks. The “Decision-Making Using Multi Agent Systems” explores the potential of MAS for decentralized, 
adaptive decision-making in industry. By balancing technical, human-centric, and ethical aspects, MAS enhances 
efficiency, inclusivity, and scalability in complex systems. The “Digital Human Factors Analytics” outlines the use 
of wearable sensors to capture critical information on human physiological, cognitive-emotional, and resilience 
states, including the intelligent sensor box (ISB). It also details a novel framework using Personas as Human Digital 
Twins for Decision Making in Industry 5.0. The “Optimization in Decision Support Systems” is crucial for defining 
clear goals in AI-driven manufacturing, addressing challenges such as process optimisation, automation, and 
resource allocation. Various techniques, including AI, new algorithms and heuristics, support decision-making and 
efficiency in manufacturing companies. The “AI-Enriched Decision Support Systems” explores how AI 
methodologies, particularly machine learning (ML), can optimise decision-making in manufacturing, with an 
emphasis on dynamic tasks. It also addresses the gap between industry and developers by proposing a structured 
categorisation of DSS, enabling developers to select appropriate AI methods for industrial applications. The “Model-
based Knowledge Engineering for Decision Support” presents a structured approach to AI adoption in 
enterprises by proposing a three-layered framework: Identification, Specification, and Configuration. It highlights 
the role of conceptual and technical models from the identification of the problem setting to the configuration of AI 
to ensure the alignment with business needs. Furthermore, it also reflects the integration of different AI techniques, 
such as retrieval-augmented generation (RAG) and large language models (LLMs), within use-case-specific 
prototypes, demonstrating how model-based methodologies can support AI configuration. It also investigates how 
such design models can be reused to support the explanation of decision scenarios on a high abstraction level 
using OMiLAB’s Scene2Model tool. The “Reliable and Trustworthy AI” demonstrates the importance of 
transparency for trusting AI systems and that transparency needs to be adapted to the target group. AI systems 
have to be understandable, which is why a system-dependent approach that sets the user in the center is 
recommended. A developed transparency matrix with additional individual consulting workshops for the developers 
has shown to be successful in implementing transparency and accuracy communication into AI services. 
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1 INTRODUCTION 

1.1 Purpose of the Document 
The goal of this document is to use the latest status of comprehensive DAI-DSS research collection to show the 
importance and form of an innovation shop model as the key outcome for supporting the implementation of DAI-
DSS in companies. These research tracks have been schematically sketched in the Deliverables “Deliverable 3.1 
DAI-DSS Research Specification” and “Deliverable 3.2 First DAI-DSS Research Collection”. Therefore, this 
deliverable is about two aims:  

- First, to map the specific features of MAS and AI in Decision Support Systems (DSS).  
- Second, to showcase the innovation shop model, developed on the basis of the named conceptual as well 

as empirical analysis.  

The first goal of mapping the specific features for DAI-DSS is to provide a detailed account about the most recent 
developments of the respective research tracks, under investigation of the technical factors inherent in the given 
use cases, including the application of AI and MAS in DSS, as well as the examination of human aspects, such as 
the reliability and trustworthiness of AI. 

The second goal is to showcase the FAIRWork’s Innovation Shop, which is an online platform, where projects result 
of various Technology Readiness Levels (TRL) can be published. This allows supporting the dissemination, 
communication and exploitation of FAIRWork’s results. To do so, we created Innovation Items within our innovation 
shop to make them publicly accessible. The research tracks and its results described in this deliverable, correspond 
to published innovation items, published on: 

https://innovationshop.fairwork-project.eu/ 

This enables interested parties to easier access the project results and contact the responsible partners. 
Additionally, the project partners themselves can use multi-media content to describe their results and use these 
descriptions during and after the FAIRWork project. At the beginning of the deliverable an overview with the created 
Innovation Items and which section refer to them is provided.  

 

1.2 Document Structure 
The document is structured as follows: Section 2 contains an introduction to FAIRWork’s Innovation Shop and how 
we used it to disseminate, communicate and exploit FAIRWork’s research results. Additionally, this section contains 
an overview of the Innovation Items created for this deliverable. Section 3 focuses on the research collection in 
terms of the concrete research methods and services employed to investigate the technical aspects of decision-
making processes, the human aspects in the process, and finally the digital human factors measurements. It shows 
the ‘methodological backstage’ for the successful implementation of AI and MAS-based technologies into DSS. 
Methods such as data-driven modelling, prototyping, and testing are proposed within the AI and MAS domains. 
Section 4 covers conceptual as well as empirical results on the quest for explainability and fairness in FAIRWork 
from an algorithmic point of view. We particularly focus on the transparency in algorithms that human IT experts 
would be able to understand. This transparency has been taken up by the framework of explainable AI (XAI), often 



 

 

 

 

Copyright © 2025 RWTH and other members of the FAIRWork Consortium | www.fairwork-project.eu   Page 10 of 93 

overlapping with Interpretable AI, or explainable machine learning (XML). Related to this, but with a specific focus 
on representation, Section 5 addresses the question of democracy in companies and offering a heuristic of 
conducting this type of research and practice. Doing so, the conceptual questions regarding representation and its 
empirical insights, as well as the legitimacy of AI tools through social processes are presented. Finally, the report 
concludes with a summary Section 6, where the authors summarize the key points debated in the deliverable and 
emphasize the importance of incorporating the human perspective into decision-making processes and the need 
for reliable and trustworthy AI. 
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2 THE FAIRWORK INNOVATION SHOP 

The main contribution of this deliverable is the established research collection, consisting of the research results 
created by the partners. These results can take various forms, like tools, prototypes, experiments, concepts, 
questionnaires or similar. These created artefacts are not only used within the FAIRWork project and its DAI-DSS, 
but these results are also used by the individual partners who created them within FAIRWork’s individual 
exploitation efforts. To support the communication of these research results during the project and their exploitation 
after the project, FAIRWork deployed its own innovation shop:   

 https://innovationshop.fairwork-project.eu/ 

The FAIRWork Innovation Shop is an online platform for publishing project results as self-contained and individual 
artefacts, which we call innovation items. The Innovation Shop differs from marketplaces or web shops, as its 
primary goal is not to sell the items but to make them accessible to more interested parties.  

Therefore, published innovation items can be on varying TRL, ranging from tested software products to early 
prototypes or described concepts. Innovation items are not only software but all research results created, like 
methods, concepts, studies, questionnaires or success stories. As innovation items can be any project result, the 
term Exploitation Item is used for a subset of innovation items that are used for the individual or joint exploitation of 
the project partners. Exploitation items, therefore, tend to have a higher TRL, as they will be used by the project 
partners after the project ends. The strategy for defining Innovation or Exploitation Items for research results 
prioritizes the enhancement of existing items, by ensuring that the contributions contribute and add value to these 
areas. New items are created when the research results do not align well with the existing Exploitation items and 
explore new topics. 

The innovation shop and the concept of the innovation or exploitation item are used to make the project results 
easily accessible to third parties and to support the project partners in disseminating and exploiting their results. 
They are self-contained, meaning they are described so that they are understood without a comprehensive 
understanding of the FAIRWork project. Therefore, a description of the item is provided, as well as links to further 
materials, e.g., the link to a scientific paper, to the source code where it can be used or data that was used or 
generated out of it. The self-contained description eases the adaptation of the defined innovation items, as they 
can be changed independently without the need to check for consistency with all the others.  

Using the innovation shop additionally supports to tackle problems which often occur when developing exploitable 
artefacts out of research results within a research project. One is that the time when the items are requested 
typically not match the time when they are provided, therefore there is a need to safely store and evolve the research 
results until they are needed.  

Further, research results often possess a different maturity and level of detail, needed for artefacts that can be 
exploited. Here additional effort must be made, to make the artefacts usable and maintainable, which do not directly 
result from core research contribution. Here the innovation shop enables to publish the research results on an early 
stage to already use them to draw attention towards the results, as each item contains the responsible project 
partner and contact information.   

Defining the research results in a self-contained way enables the dissemination within the FAIRWork project and 
allows the reuse of the description to publish on other platforms and communities in the future. Examples could be 
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Adra’s AI-on-Demand platform (https://www.ai4europe.eu/) or experiments within OMiLAB’s Community of Practice 
(www.omilab.org). 

The rest of this document contains description of research results, created during the second half of the project. 
Table 1 contains an overview of the Innovation and Exploitation Items which are influenced by the blow described 
research results. The first two columns contain the item name and its link, the third column the project partner 
responsible for the item and the last column the sections, where research results are described which influence 
the item. 

Exploitation/Innovation Item Innovation Item Link Owner 
Section 

Reference 

Democratization in Industry via MAS: 
Case Study Approach 

https://innovationshop.fairwork-
project.eu/items/19/ 

RWTH 3.2 and 5.2 

Process Maestro https://innovationshop.fairwork-
project.eu/items/9/  

MORE 3.3 and 4.5 

AI models research and 
development. 

https://innovationshop.fairwork-
project.eu/items/8/    

RWTH 3.6.2, 3.6.3 
and 3.6.4 

Optimisation Toolbox https://innovationshop.fairwork-
project.eu/items/10/ 

JR  3.5.3 and 
3.5.4 

Consulting Services with Human 
Factors Lab for Production 
Environments 

https://innovationshop.fairwork-
project.eu/items/12/  

JR 3.4 

Intelligent Sensor Box   https://innovationshop.fairwork-
project.eu/items/11/  

JR 3.4 

Service to extend Process Modelling 
for AI 

https://innovationshop.fairwork-
project.eu/items/2/ 

BOC 3.7.1  

OLIVE Microservice Integration 
Framework  

https://innovationshop.fairwork-
project.eu/items/1/  

BOC 3.7.2 

User Centric Services to introduce AI 
into companies 

https://innovationshop.fairwork-
project.eu/items/3/   

BOC 4.4 

AI Transparency for Trust https://innovationshop.fairwork-
project.eu/items/7/  

RWTH 3.8.2, 3.8.4 
and 3.8.6 

Scene2Model https://innovationshop.fairwork-
project.eu/items/14/  

OMiLAB 3.7.3 

Table 1: Innovation shop in FAIRWork. 
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3 RESEARCH METHODS AND SERVICES 

3.1 Overview of Methods and Services  
Providing the scientific foundation for the FAIRWork project, the research tracks in Figure 1 outline the context in 
which its diverse research activities unfold.  

The human is at the centre of the decision support system- as a decision maker, a worker, and most importantly, a 
driving force in the democratisation process within industrial socio-technical settings. The Democratisation of 
Decision-Making is a fundamental, central and highly innovative research theme that is addressed from the very 
beginning. Various aspects of Human Factors are essential to human-centered socio-technical setting within a 
digital system architecture. In FAIRWork, we are particularly focusing on the benefits of the Digital Human Factors 
Analytics based on the collection of wearable biosignal sensor data in various environments, such as, the 
exploratory ambiance of the Human Factors Laboratory, however, with the objective to measure directly at work in 
the manufacturing settings.  

 

Figure 1: Research tracks underlying the outline of the research collection. 

The technological aspect of the project is primarily reflected in the Optimisation in Decision Support Systems, 
a central research area that integrates relevant input data on human behavioural status and various system data 
with objective functions to provide meaningful guidance for decision-making and system processes. The AI-
enrichment of the Decision Support Systems provides intelligence, such as adaptiveness, reasoning and 
machine learning solutions to the decision-making process. Another approach for the development of intelligent 
systems is represented by the research track provided by Decision-Making using Multi-Agent Systems. In 
addition, the project FAIRWork focuses on Model-based Knowledge Engineering for Decision Support and, 
with this strategy the project enables to complement AI-based and multi-agent-based systems. 
Finally, there is a strong focus on Reliability and Trustworthy AI. This research track explores and identifies the 
requirements for trust and acceptance of AI and ethical integration of technologies within socio-technical settings.  
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3.2 Democratization of Decision-Making in Socio-Technical Settings 

3.2.1 Overview 

In the realm of AI, democratizing decision-making entails promoting democratic practices throughout the 
development, implementation, and utilization of technologies. This process necessitates an analytical approach 
that considers both social and technical factors. Its aim is to ensure that AI technologies contribute to enhanced 
democratic decision-making processes. Achieving this involves exploring methods for democratic control over 
these technologies and understanding how they can foster democratic practices (Noorman & Swierstra, 2023)1. To 
achieve this goal, FAIRWork project has designed and implemented the DAI-DSS, integrating various technologies 
to support decision-makers (Woitsch et al., 2023) 2. 

To delve into democratic decision-making within a socio-technical framework and to explore the contextual situation 
for implementing a DSS within a company, a case study approach was adapted, which facilitated an in-depth 
analysis of the human factors in the project. The case studies enabled a comprehensive investigation of our use 
cases and explored the potential demand for the democratic design of the decision-support tool.  

For this purpose, a three-step procedure (see Figure 2) was identified, which includes steps of onboarding, 
precision and contextualization. In the Onboarding Phase, the focus was on an on-site visit from the lead case to 
set the foundation of the empirical case study, gain an overview, and collect primary data for initial analysis. The 
case study focused on a detailed exploration of the use case involving document analysis, on-site observation, and 
worker interviews. Through the analysis of the case-study, three key dimensions were identified: Decision-Making, 
Involvement and Expectations3, which were explained in detail in Deliverable 3.2, and can also be found as an 
innovation item in Section 2. 

 

Figure 2: Extensive research plan for the investigation of human aspects in AI-guided decision-making in FAIRWork. 

 

To gain deeper insights into the human perspective and to explore additional options for supporting the democratic 
implementation of the DSS, the Precision Phase was conducted on July 15, 2024. This phase centered on FLEX, 
our lead case located in Althofen, Austria, to ensure alignment and address potential language barriers. The 
objective was to deepen our understanding of the company and investigate the dynamics of democratization in 
industry through MAS. To this end, a comprehensive case study was planned, including on-site observation, worker 
interviews, and a workshop.  
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Building on the dimensions explored during the onboarding step, a fourth dimension - challenges - was identified 
through the analysis of the findings from the second case study (Figure 3). Using each method employed in this 
study, we recognized a broad spectrum of prominent challenges in the company, ranging from production line 
issues to interpersonal matters. To clarify these challenges, we grouped the identified issues into three categories: 
Resource Allocation, Production Management, and Personal competences. Particularly in the workshop, held in 
the form of a focus group interview, some underlying issues faced by the workers and the company were uncovered, 
which will be explained in more detail in the results section. 

 

 

Figure 3: Dimensions explored in the qualitative evaluation of FLEX Althofen. 

 

The final step in our empirical research is the Contextualization Phase, where we aim to assess whether the 
findings are systematic and determine their feasibility for implementation by industry partners. This phase focuses 
on validating the results from the previous phases to understand how they can support both industry and service 
partners. While the validation with industry partners is still ongoing, we are currently focusing on the feedback from 
our service partners. Given that the critical question of the project was how the DSS can be democratic, we 
conducted a workshop where partners could actively participate in providing an answer. The online workshop was 
held using a virtual collaboration board, consisted of two tasks:  

- The first task asked the collaborators to match the democratic AI features (identified through the case 
study) with their services and explain how each feature could be provided.  

- The second task listed the expectations gathered from the workers and asked our colleagues to indicate 
which of these expectations could be met through their designed services. This research allowed, 
moreover, to specify the expectations regarding criteria of democracy in companies (see Section 5). 

3.2.2 Results 

The evaluation of the interviews led to the identification of the new dimension of challenges, which was further 
categorized into three main areas. The first category, Resource Allocation, was broken down into four 
subcategories: Responsibility Allocation, Worker Allocation, Training Allocation, and Component Allocation. The 
second category, Production Management, was divided into two subcategories: Workflow and Product. Finally, the 
third category, Personal Competences, encompassed subcategories related to Skill Sets, Social-contextual 
Learning, and Supply Chain Insight. 
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Resource Allocation 

Starting with the first category, we identified several issues and desires related to Resource Allocation. Among 
these, the issues related to the Responsibility and Worker Allocations were the most significant. Regarding 
Responsibility Allocation, employees from different hierarchical levels emphasized the importance of balanced team 
contributions. Additionally, some experienced workers noticed the need for better alignment between responsibility 
and competence, particularly among the younger generation. One of the prominent issues regarding responsibility 
assignment is the employees’ reluctance to make decisions independently, which was repeatedly mentioned in the 
first step of the case study as well. Meanwhile, the employees stated that they do not trust the tool’s decisions when 
made autonomously. 

Apart from the challenges related to responsibility allocation, Worker Allocation in the company also faces specific 
issues. As we discovered in the previous step, worker allocation is a time-consuming task for supervisors, and 
reallocating workers due to frequent and sudden Paid Time Off (PTO) makes this task even more challenging. 
Unclear workforce information further complicates worker allocation. Worker allocation could also impact 
employees differently, depending on task difficulty, perceived fairness, or interpersonal dynamics. Due to the 
mentioned issues, supervisors and managers play a key role in transparently communicating their decisions, 
especially when it comes to worker allocation. Additionally, the loss of temporary employees was a concerning topic 
for all staff, which came up several times in the interviews, as well as in conversations during on-site observation 
and even in the company canteen. 

Resource allocation issues extended into Training Allocation, with some aspects interpreted as conflicting with each 
other. We found that some experienced employees were highly motivated to improve themselves, learn new skills, 
and engage in diverse tasks, though opportunities for further training were limited. Meanwhile, employees on the 
top floor highlighted their efforts to encourage cross-training. Another aspect in this context is the opportunity to 
train operators across different areas, enabling every operator to confidently handle medical devices and manage 
the production line related to the medical hall. The issues surrounding training allocation are often made more 
challenging by the overload amount of theory and practice that newcomers and apprentices must take in. 

The final factor in resource allocation that caught our attention was Component Allocation, identified as a significant 
issue within the company. Employees across different hierarchical levels acknowledged the challenges in 
component placement, emphasizing the necessity of applying the four-eyes principle. They also suggested that a 
digital tool could help resolve this issue by providing notifications about the necessary components or actions. 

Production Management 

To delve deeper into the challenges faced by the staff in our case, we turn to the second explored group: Production 
management encompasses various tasks, including planning, overseeing, and controlling the production process, 
with the goal of delivering the right quality at the right time while minimizing costs. Based on our findings, which 
stem from employee criticisms, obstacles, and limitations, we categorized these challenges into two subgroups: 
workflow and product. 

Focusing on the Workflow, inadequate system functionality was identified as a well-known problem. This issue 
occurs so frequently that employees consider it a default condition within the company, asserting that machines 
cannot completely replace humans. Another issue related to the workflow is dealing with multiple systems with 
different procedures, which makes handling and familiarizing with processes difficult. This results in delayed 
adaptation to the workflow, particularly for younger employees. The diverse operations of each production line may 
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cause quality issues due to minor mistakes, as the machines might produce the same product but operate 
differently. The workers, especially those at the entry level, faced serious problems regarding the operation of the 
production lines, particularly when it came to errors and defects. Further on this topic, the workers pointed out the 
extended error identification in machinery, as the machines sometimes remain in error for an extended period 
before being detected. This issue, seen as trivial by younger employees, was thought to be easily solvable with 
system support. However, implementing a support system requires certain prerequisites, such as the availability of 
digital forms of necessary parameters. Therefore, limited digital data availability can be considered another 
challenge in the workflow. 

The products in the company have a wide variety, ranging from industry to automotive and healthcare sectors. 
Thus, it is not surprising that some challenges in production management are related to the Product. Besides the 
diversity of production lines, the different types of products are also considered by employees as a difficulty in the 
workflow. As mentioned above, this process variation could affect the quality of products, particularly if the quality 
checkers do not master the entire system. The issues related to the product can be traced back to unclear quality 
boundaries, which results in a product interruption. The workers suggested that providing support for cross-
checking and identifying whether the products are good or defective would be a good idea. 

Personal Competences 

Challenges at this company extend to personal competencies, including employee skills, the organization and 
management of those skills, and the quality of skills needed to address production line issues. According to the 
findings, three subgroups – Skill Set, Social-contextual Learning, and Supply Chain Insight – were recognized, 
which encompass all the mentioned items from the employees. 

In terms of Skill Set clarifying employee competencies, in line with the previously mentioned workforce information, 
would support more effective decision-making. Limited access to workforce competencies was also pointed out by 
skilled workers, who mentioned that access to competencies is possible by asking. The need for a skilled workforce, 
particularly in the medical area and quality control, was also emphasized as an area for improvement, as discussed 
earlier in the training allocation section. 

Focusing on the fact that environmental factors can shape the level and quality of skills, challenges regarding 
Social-contextual Learning attracted our attention. The important issue in this category was to harmonize learning 
approaches, as different mentors had varying perspectives on what their operators should or should not do. The 
influence of context in learning or adopting a new method is so significant that employees in management view 
early involvement as essential for the success of any innovation; otherwise, it may fail. 

Working closely with this company during the first and second steps of the research led us to conclude that 
managing the complexities of different production lines requires the competence of Supply Chain Insights. 
Therefore, nuanced quality knowledge is essential for being recognized as a skilled worker. Apart from quality 
knowledge, employees need multifaceted system knowledge to address issues arising on production lines. 

3.2.3 Outlook 

While our findings from the empirical research contribute to a deeper understanding of the democratization of 
decision-making in socio-technical settings, further research, particularly case studies, could build on these insights 
to complete the validation step and assess the feasibility of our results in collaboration with industry partners. As 
FLEX undergoes its first evaluation step with the DSS, it would be highly beneficial for FAIRWork´s empirical 
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process to examine the democratization process after the implementation of MAS for decision-making and explore 
whether workers' expectations and challenges are effectively addressed. 

 

3.3 Decision-Making Using Multi Agent Systems 

3.3.1 Overview 

The rapid advancement of Industry 4.0 has ushered in an interconnected environment characterized by the 
decentralization of computational power. Decision-making processes in industrial environments have increasingly 
integrated MAS as a core framework for addressing decentralized and complex challenges. Industries can enhance 
system efficiency and worker participation. Recent research highlights the transformative potential of MAS in 
various domains, with a strong focus on technical, and human-centric, and ethical dimensions.  

Ethics is an important aspect in the design of MAS, particularly within industrial cyber-physical systems (CPS). 
Ethical behavior encompasses both system operations and stakeholder interactions. Addressing the growing 
challenge of integrating ethics into industrial systems is a fundamental point in human-centered systems 
(Trentesaux et al., 2022)4. Integrating ethics into agent systems allows these systems to support decisions that are 
not only efficient but that also fosters trust. The ethical dimension extends to autonomous agents as decisions can 
have significant impacts on individuals (Cervantes et al., 2020)5. Agents are equipped with mechanisms to manage 
ethical issues across various contexts, supporting human decision-making processes by providing support to 
decision. Ensuring that MAS align with human values and ethical aspects is essential for fostering trust and 
mitigating risks associated with their integration into human collaboration in the industry. MAS formalism has been 
increasingly adopted for the realization of decentralized control systems, providing a robust framework for modeling, 
simulating, and optimizing inherently decentralized systems such as supply chains (Răileanu & Borangiu, 2023)6. 
This interconnected framework facilitates dynamic decision-making, fostering adaptability and scalability in complex 
industrial environments. 

Industry 5.0 highlights the need for integration of human factors with CPS in order to develop cooperative 
sustainable environments, emphasizing ethical and human-centric innovation. The symbiotic relationship between 
human intelligence and cognitive computing aims to enhance human capabilities while embedding ethical principles 
in technological design (Longo et al., 2020)7. Through the positioning of humans as active collaborators alongside 
autonomous systems, Industry 5.0 redefines the factory of the future, ensuring that automation complements rather 
than replaces human expertise. The synergy between human and agent decision-making capacities is a core 
challenge in MAS development (Gal & Grosz, 2022)8. Humans excel in reasoning and contextual understanding, 
whereas agents are adept at processing vast data sets. Effective MAS design respect and leverage these 
complementary strengths, enabling collaborative decision-making processes that integrate human values and 
computational capabilities. Algorithms that combine the performances of humans and agents have demonstrated 
superior outcomes compared to isolated autonomous systems. The increasing collaboration between humans and 
machines introduces ethical risks, including potential dependence on automated decisions and the erosion of 
human expertise, it is critical to mitigate these risks by ensuring transparent and explainable systems (Pacaux-
Lemoine & Trentesaux, 2019)9. MAS prioritize human oversight and provide mechanisms for evaluating and 
validating automated decisions to maintain trust and effectiveness in human-machine cooperation. 

The adoption of MAS in decision-making processes offers significant opportunities to enhance industrial systems 
through decentralization, human-centric design, and ethical integration. MAS enables industries to create systems 
that are efficient, inclusive, and aligned with human values, addressing ethical challenges, balancing human and 
agent capabilities, and fostering symbiotic relationships. As technological innovation in the factory of the future 



 

 

 

 

Copyright © 2025 RWTH and other members of the FAIRWork Consortium | www.fairwork-project.eu   Page 19 of 93 

continue to reshape the industrial landscape, the integration of ethics with MAS into human and cyber decision 
processes, design will remain a relevant factor in achieving sustainable and equitable progress. 

In this research, we aim to address the ethical aspects through the exploration of a watchdog agent that is capable 
of monitoring parameters regarding the decision-making process that are ethically relevant to the final decision and 
all individuals involved. The incorporation of a watchdog agent aligns with the proposition of ethics-aware systems, 
where ethical behavior in autonomous systems must be subject to verification and validation. When monitoring the 
decision-making parameters, the watchdog agent ensures that the system operates within predefined ethical 
boundaries, promoting a human-centered design approach to the decision-making processes. The exploration of a 
watchdog agent aims to embed ethical considerations into the decision-making processes using MAS. This ensures 
that as these systems become properly integrated into industrial applications, they operate responsibly and 
ethically, ultimately contributing to human well-being and adhering to societal values. 

The developed service promotes resource allocation in industrial settings using MAS. Its purpose is to support 
decision-making in a decentralized manner while prioritizing a human-centric approach by incorporating human-
relevant data in a practical use case. The service retrieves pertinent information from the Knowledge Base and 
integrates with the Orchestrator to facilitate workflows and data exchange in a cohesive architecture. Positioned 
within the optimization domain, it accounts for supporting decision-making in multi-agent perspective while takes 
advantage of human factors for a human-oriented approach. 

3.3.1 Motivation and Reference to FAIRWork Use Case 

The adoption of MAS for supporting decision-making in industrial processes arises from the increasing demand for 
efficient, scalable, and adaptive solutions capable of addressing the application of human values in real scenarios. 
Industrial processes inherently comprise a network of interconnected components and diverse stakeholders, each 
with distinct and sometimes conflicting objectives. Achieving robust outcomes in such settings necessitates 
sophisticated approaches that can holistically address these challenges. In this context, MAS stands out by offering 
a decentralized and dynamic framework that models and manages the interactions between stakeholders adding 
value through the digitalization of these interactions. With its ability to enhance decision-making by digitalizing and 
structuring the interaction processes between stakeholders, integrating human-centric considerations, such as 
individual preferences, roles, and contextual factors, become facilitated into the decision-making framework. MAS 
can balance technical efficiency with the requirements of human actors. In essence, MAS provides a transformative 
approach to decision-making in industrial processes, facilitating collaboration, improving resource allocation, and 
fostering human-centric outcomes while addressing the complexities of modern industrial ecosystems. 

3.3.2 Innovation and Research Activities around Multi-Agent Systems 

The integration of MAS incorporating human factors data into decision-making into workload balance represents a 
significant innovation, advancing beyond the state-of-the-art. Unlike traditional systems focused solely on 
productivity, MAS enables a human-centered approach by modeling diverse stakeholders and their interactions, 
aligning resource allocation decisions with both production goals and worker well-being. When leveraging 
autonomous, decentralized processes, MAS simulates complex social interactions and integrates a broad spectrum 
of inputs, including human conditions, preferences, and well-being metrics. This fosters decision-making that is not 
only efficient but also fair, adaptive, and inclusive, aligning with Industry 5.0's vision of socially responsible and 
technologically advanced industrial environments. 
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This novel application of MAS introduces a paradigm shift, transcending operational optimization to prioritize 
equitable workload distribution and increased worker satisfaction. MAS enhances human participation in 
governance processes, creating democratic decision frameworks even in constrained industrial settings through 
balancing relevant human considerations with production demands. It demonstrates the potential to redefine 
industrial decision-making by harmonizing technological efficiency with human-centric values, paving the way for 
sustainable and socially responsible advancements in resource allocation and workforce management. 

Additionally, the development of ethical watchdogs within MAS represents an innovation that introduces 
mechanisms for embedding ethical oversight directly into decentralized decision-making processes. These 
watchdogs act as autonomous agents designed to monitor and alert to the ethical implications of decisions made 
within the system, ensuring alignment with predefined human-centric values and societal norms. Ethical watchdogs 
help mitigate biases and safeguard against unintended consequences in resource allocation or workload 
distribution, where computer agents and humans (Gal & Grosz, 2022)10 share decision-making in order to address 
ethical conflicts (Belloni et al., 2015)11. This capability allows MAS to uphold ethical standards in dynamic and 
complex industrial settings. The integration of the watchdog advances the field by operationalizing ethical principles 
in decision-making, offering a novel approach to fostering accountability and trust (Woodgate & Ajmeri, 2022)12 in 
technology-driven environments, and reinforcing the alignment of industrial processes with broader societal and 
human values. 

3.3.3 Description of Functionality and Results 

The service is integrated into the system’s architecture where it exchanges data with the Knowledge Base and 
Orchestrator. Utilizing an algorithm embedded within the MAS, the service suggests to the decision-maker potential 
solutions to the allocation challenges presented. Prior to each shift, it provides a recommendation for worker 
allocation by analyzing relevant data pertaining to the available workforce, the specific requirements of the tasks to 
be performed, and the characteristics of the products and production lines involved. An Ethical Watchdog, 
configured to track relevant desired parameters in the decision process, alerts to the infringement of such 
parameters allowing the decision-maker to trigger a renegotiation of worker allocation. This data is processed within 
the algorithm to identify a feasible allocation configuration that abides by the defined threshold in order to fulfill the 
established ethical requirements while considering the multitude of possible alternatives, given constraints and 
objectives.  

The MAS-based resource allocation service demonstrated its capability to support decision-making in industrial 
workforce management by dynamically matching worker profiles with production line requirements. The system 
consistently generated allocation recommendations by ranking workers based on resilience and preference metrics. 
This approach not only provided resource allocation through agent interactions and negotiations but also ensured 
that human-centric values were maintained throughout the decision-making process, thereby reinforcing the 
system’s relevance in complex industrial environments. 

The development of the multi-agent allocation process within an industrial manufacturing setting has demonstrated 
potential improvements in workload distribution and decision-making support. The approach integrates principles 
that emphasize fairness, worker considerations, and digital representation of relevant factors in the allocation 
process. Prior to assignments, factors such as worker availability and physical condition where operational 
requirements are assessed to determine workforce distribution. Oversight mechanisms are in place to monitor and 
adapt worker placements according to ethical relevant aspects. A multi-agent-based approach considers factors 
that influence task suitability, incorporating representation of human stakeholders in an interactive decision-making 
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process. If a worker does not meet the conditions necessary for a given assignment, alternative allocations are 
explored. The process can be adjusted dynamically based on relevant parameters. 

The decision-making process culminated in an integrated approach that combines multiple metrics to promote 
fairness and balance. Workers' preferences for different assignments are factored into the allocation process, 
ensuring that individual needs are considered alongside task suitability. Moreover, the incorporation of negotiation 
mechanisms enhances accountability, solidifying a robust allocation framework. Overall, the incorporation of 
human-centric considerations in a multi-agent approach for decision-making processes offered support in workforce 
management. The approach offers insights into balancing operational needs with workforce factors, contributing to 
more informed decision-making in dynamic environments. 

3.3.4 Outlook 

MAS are relevant for modelling individual users (agents). This is highly relevant in the context of industrial human 
resource management, where employee profiles are dynamically matched to the requirements of the production 
line. This service uses an algorithm to propose staffing solutions before each shift, analyzing the availability of 
workers, the requirements of the tasks and the characteristics of the products/production lines. 

It is interesting to pursue the idea of an 'ethical watchdog' to check the ethical suitability of individual functions in 
an agent system. These can be parameters, but also outcomes. They should help decision-makers to become 
aware of possible violations. As a consequence, they can also trigger a renegotiation of allocations, as in our 
example, taking into account ethical requirements. 

The integration of multi-agent systems with agent workflows and generative AI is a broad and promising area of 
research. MAS can break down complex tasks into smaller, more manageable subtasks that can be handled by 
individual agents. Agent workflows define the interaction and coordination between these agents to ensure a 
smooth process. Through the use of generative AI, these agents can be empowered to develop new solutions and 
adapt dynamically to changing environments. 

3.4 Digital Human Factors Analytics 

3.4.1 Overview 

The work in FAIRWork on digital human factors analytics emerged from the conceptual framework on Industry 5.0 
to connect with an inherently socio-technical dimension, demanding attention to the wellbeing of workers, the need 
for social inclusion and the adoption of technologies that do not substitute but rather complement human 
capabilities. Building upon the digitalisation of the industrial processes we focus on the workers’ well-being, 
empowering workers using unobtrusive digital devices, endorsing a human-centric approach to technology. 

Sustainability, human-centricity, and resilience are the hallmark features of Industry 5.0 (European Commission, 
2020)13. The worker is not to be considered as a ‘cost’, but rather as an ‘investment’ position for the company, 
allowing both the company and the worker to develop. This implies that the employer is interested in investing in 
skills, capabilities, and the well-being of its employees, to attain its objectives. Mental health and well-being must 
be considered on an equal footing when designing digitalized workplaces.  

While there are new risks associated with digitized ways of working, such as the risk of burnout due to the always-
online and always-available working culture, digital technologies could be used to support workers in better 
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controlling and managing the risks and impact of the new working environment on their mental health and well-
being. Digital solutions and wearables could open new channels for alerting workers and their general practitioners 
about critical health conditions, both physiological and mental. They could also support workers in adopting healthy 
behaviors in the workplace. This is, moreover, likely to bring economic benefits and savings due to productivity 
gains and avoidance of accidents, long-term illness, and absenteeism.  

FAIRWork brings human, AI, data, and robots together by supporting decision-makers in making decisions thus 
positively affecting the work balance between workers and machines. One key aspect for the daily decision-making 
on worker allocation in production processes is to consider the resilience of individual workers in the context of 
fostering well-being and avoiding illness and absences (Paletta et al., 2023)14. 

Resilience is a meaningful adaptation in persons’ psychological traits and experiences that allows them to regain 
or remain in a healthy mental state during crises without long-term negative consequences (Southwick et al., 
2014)15. Resilience has shown that it plays a crucial role in promoting mental health and well-being: resilient people 
are better equipped to navigate situational challenges, maintain positive emotion and motivation, and recover from 
setbacks. They demonstrate higher levels of self-efficacy, optimism, and problem-solving skills, which contribute to 
their ability to adapt and thrive in adverse situations.  

In the proposed work we principally understand resilience as the ability to respond to stress (Smith et al., 2008)16, 
however, we particularly focus on the impact of chronic stress on the reduction of resilience resource capacity 
(Schetter et al., 2011)17. The technical objective of our work is to compute resilience scores from long-term strain 
tendencies being estimated from wearable biosignal sensors. For this purpose, the architectural construct of the 
Intelligent Sensor Box (ISB; Paletta et al., 2023)18 enables the measurement of worker’s psychophysiological strain 
while performing tasks and provides information about the workers' estimated resilience. It consists of a framework 
for a set of stationary and wearable sensors, AI-based analytics for assessment and optimization functions. It can 
be applied to evaluate the ergonomics and design of industrial training and work environments. 

The innovative contribution by digital human factors analytics firstly focussed on the estimation of human resilience 
as a functional of long-term stress monitoring, and its relation to specified use case of worker allocation in the 
industrial environment (FAIRWork Deliverable 3.2). In this context, we presented an initial stage of a complete 
model on resilience (Paletta et al., 2024)19. This model was augmented based on further research on wearable 
biosignal data, would include additional sensors, such as, a smart shirt as well as eye tracking glasses, for further 
refinement based on multisensory-based assessment of resilience scoring. 

The conceptual framework of the resilience risk stratification model (RRSM) is presented in Figure 4. It illustrates 
our hypotheses on how the accumulation of the negative consequences of stress has a cyclical nature and how it 
can contribute to a loss spiral. This framework is based on the Transactional Model of Stress and Coping (Lazarus 
& Folkman, 1987)20, the Job Demands-Resources Model of Burnout (Bakker & Demerouti, 2007)21, the Effort-
Recovery Model (van Veldhoven, 2008)22, the Conservation of Resources Theory (Hobfoll, 2001)23, and the 
WearMe project (deVries et al., 2019)24. 
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Figure 4: Stages of the computation of the resilience score that underlies the risk stratification model (RRSM). 

 

The RRSM model was developed in FAIRWork to represent a measure of mental exhaustion in terms of the daily 
total strain score as a function of the strain data from wearable sensors (Figure 4). The accumulating effect of 
mental exhaustion is then represented by another functional that integrates daily score contributions within a 
predefined extent of recency. The resilience score underlying the risk stratification is then further outlined by an 
inverse function of the mental exhaustion. This score implicitly represents a tendency of the long-term stress 
dynamics rather than a short-term response-based construct. In this context, the framework includes a cyclical 
nature that is supported by the Conservation of Resources theory (Hobfoll, 2001)25, which states that long-term 
loss of resilience resources increases one’s vulnerability to stress, and, since additional resources are necessary 
to battle stress, this may lead to a depletion of resources in a loss spiral. The motivation of the development of this 
RRSM framework is to prevent this loss spiral for the benefit of the worker as well as the economic impact of the 
manufacturing company. 

The RRSM is of central importance for the allocation of workers for specifically stressful work. Persistent stressful 
work can have an impact on the mental exhaustion, and this is an important parameter for the overall resilience 
risk stratification as a key objective in the work of Digital Human Factors Analytics. The resilience score would 
indicate levels of risks for decision support to the manager that assigns work to workers and can have an important 
impact on the entire economic situation of the manufacturing company. Finally, these scores can provide a relevant 
input to optimization routines that would provide higher long-term benefits to the worker, to the company and 
ecologically relevant aspects (Paletta et al., 2024b)26. 

In the novel and second major contribution to the modelling of resilience we aim at the quantification of the recovery 
status (Kellmann & Kallus, 2024)27 via monitoring strain and subsequent fatigue in the individual worker. Based on 
these observations, recovery-related processes, such as, sleep, and activities can be initiated. By measuring the 
frequency of current stress symptoms along with the frequency of recovery-associated activities, the recovery-
stress state can be defined. As a set of complex processes in time, recovery takes place physiologically and 
psychologically with the aim of regaining a balanced psychophysiological state (Heidari et al., 2019)28 Because the 
need for recovery varies inter-individually and intra-individually and depends on internal and external influences, 
the monitoring of recovery requires a well-defined and structured framework. Recovery does not only play a pivotal 
role in the restoration of lost resources and fatigued states to guarantee readiness for performance (Halson, 
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2014)29. It is also important in minimising the risk of negative outcomes such as overstraining and psychological 
disorders, such as, depression.  

The importance of monitoring recovery can best be explained by its relationship with performance and the negative 
consequences of too much strain without appropriate recovery. Continuous non-functional overreaching (NFO) 
together with an emerging state of under-recovery characterises a development of decreasing performance and 
well-being. Although NFO and under-recovery share many commonalities, they should be considered as distinct 
concepts (Kellmann & Kallus, 2024)30. Under-recovery describes a broader condition of insufficient recovery related 
to general, psychophysiological stress aspects. If this downward spiral of excessive application of stressors, such 
as, psychological and social stress, and insufficient recovery is not identified and stopped early enough, a state of 
overstraining may manifest as an ultimate consequence. High-level motivated work is no longer possible while 
affected workers experience severe psychological – e.g., a-motivation, irritability, anger - and physiological - such 
as, immunosuppression, cardiac disturbances – symptoms (Meeusen et al., 201331; Jiménez et al., 201632). 

The “bounce-back effect” (Smith et al., 2008)33 is a critical aspect of resilience that reflects the ability of an 
individual to recover and return to a stable or functional state after experiencing stress, disruption, or adversity. In 
particular, it relates to the following aspects that are highly relevant to resilience computing: 

 Measurement of Core Resilience Aspects: Resilience is not just about enduring challenges; it's about 
how effectively and quickly one can recover from them. The bounce-back effect captures the recovery 
phase, which is the most telling indicator of true resilience. For example, a resilient individual recovers 
emotionally and mentally after a personal setback, regaining productivity and well-being. 

 Key to Adaptability: The bounce-back effect highlights the adaptability of a person. The faster and more 
effectively the bounce-back occurs, the better the ability to adapt to changes and unforeseen 
challenges. An individual, adapting to new circumstances, such as adjusting to a major life change, 
shows a strong bounce-back capacity. 

 Indicator of Systemic Strength: In resilience engineering or organizational contexts, the bounce-back 
effect indicates the underlying robustness of systems. It demonstrates whether the system can 
withstand shocks without long-term detrimental effects.  

 Predicts Long-Term Success: The ability to bounce back is often predictive of long-term sustainability 
and success. Individuals that can recover quickly are more likely to thrive in dynamic and challenging 
environments. In athletes, the bounce-back effect from injuries or defeats often predicts their future 
performance and longevity in their careers. 

 Mitigation of Secondary Risks: The bounce-back effect prevents cascading failures or additional 
negative consequences that might arise if recovery is slow or incomplete. After an illness, a rapid return 
to normal physiological functioning reduces the risk of complications. 

 Enhances Mental and Emotional Well-being: In humans, a strong bounce-back effect is tied to better 
mental health outcomes. It promotes positive coping mechanisms and prevents chronic stress or 
burnout. Resilient individuals may experience stress but recover quickly, maintaining overall 
psychological stability. 
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The bounce-back effect is central to resilience as it encapsulates recovery, adaptability, and the capacity to thrive 
after adversity. By focusing on this effect, resilience strategies can be designed to strengthen individual workers, 
ensuring they can navigate challenges with minimal long-term impact.  

In the modelling of resilience risk stratification, we will finally model the quantification of bounce-back effects using 
wearable biosignal sensors as well as machine learning methodologies. Based on a field trial that will be applied at 
the use case partners, i.e., at the plants of Stellantis and FLEX, we will gain sufficient data in a long-term 
measurement in order to provide rather precise estimates of resilience in terms of bounce-back as well as long-
term exhaustion aspects. 

The concept of “Intelligent Sensor Box (ISB)” (ISB; Paletta et al., 2023)34 was introduced to integrate relevant 
human-centred digital sensing into a larger framework of decision-making in production environments. The human 
data are firstly determined by a dedicated body sensor network, including low-cost sensors, such as, biosignal 
sensors, wearables, human sensors, or even virtual sensors. Specific attention is dedicated to developing the 
“Digital Human Sensor” (DHS) applying AI-enabled Human Factors measurement technologies. Each instantiation 
of a DHS may provide a digital vector of Human Factors state estimates, such as digital biomarkers representing 
the assessment of physiological strain, affective state, cognitive workload, fatigue, situation awareness, etc. The 
internal architecture of the ISB supports the data flow from human- and workplace-mounted sensor data to higher 
abstractions of Human Factors, i.e., dominantly ergonomic, and psychophysiological constructs that determine the 
mental state and behaviours of the human, and from this impact the sociotechnical systems within the production 
process. The integration of human-centred data into the overall decision-making process needs the anonymization 
of the highly vulnerable psychophysiological data. However, personalized data are of interest to the individual 
worker or decision-maker and are available for individual insight on a security- and privacy-preserving basis. 

3.4.2 Acceptance Analysis on Wearables Sensors in Production Environments 

Introduction 

We present the concrete development of a set of wearable sensor technologies together with the ISB-dedicated 
software architecture that enables monitoring and analytics to study resilience scores at the production site. The 
wearables (Figure 5) include a “Garmin vivosmart 5" fitness tracker to provide heart rate (HR) and heart rate 
variability (HRV), the greenTEG (“CORE”) core body and skin temperature sensor to be attached to the chest, as 
well as, optionally, Pupil Labs “Neon” eye tracking glasses to provide eye tracking data with 200 Hz sampling rate 
as well as a “QUS” biosignal shirt of sanSirro GmbH for measuring HR, HRV and breathing rate. 

   
(a) vivosmart 5 fitness tracker, Garmin Ltd. (b) QUS smart shirt,  

sanSirro GmbH  
(c) Eye tracking glasses, Pupil Labs GmbH  

Figure 5: Wearable biosignal technologies for the production environment for studies and daily monitoring (credit: JR). 

Study 
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A decisive issue is the acceptance of using the wearables for biosignal data acquisition by manufacturing 
companies’ workers and managers. We firstly presented the wearables to 19 (m=11, f=8) employees of the 
manufacturing company FLEXTRONICS INTERNATIONAL GmbH, in the city of Althofen, Austria, and then issued 
a questionnaire about the future use of these wearables during daily work shifts. 13 of the participants were shop 
floor workers and 6 from management.  

 

Figure 6: Acceptance votes for watches (activity trackers), smart biosignal shirts, and eye tracking glasses. 

Results 

Figure 6 presents the results of the investigation that demonstrate that there is a high acceptance towards long-
term use of smartwatches (or activity trackers) and biosignal shirts. The rejection for eye tracking glasses was 
withdrawn by several participants when we assured that the embedded miniature cameras for outward environment 
video capture would be removed. Although the concrete number of participants that expressed this opinion was not 
documented except for qualitatively reporting by oral communication this demonstrates that there is a potential to 
exclusively use eye tracking glasses for egocentric measurements. 

3.4.3 Study Plan for Resilience-Oriented Field Trial in Production Environment 

To estimate recovery, stress, and resilience in production workers, a system leveraging wearable biosignal-based 
technologies will be implemented at a manufacturer. Wearable devices such as activity trackers / smartwatches or 
arm straps would collect physiological data, including HRV and sleep patterns, providing indicators of stress and 
recovery levels. These data points will be continuously monitored and transmitted to a central platform equipped 
with machine learning algorithms. The platform will analyse trends, flagging stress episodes, insufficient recovery 
periods, or signs of resilience. Insights from the analysis will provide means for future presentations via a user-
friendly dashboard for workers and supervisors, offering actionable recommendations like rest breaks or targeted 
interventions. Data privacy and compliance with workplace regulations would be ensured, fostering trust and 
sustainable usage. This implementation aims to enhance workers' well-being and optimise productivity.  

Implementation Details 

The study plan envisions to equip 20 workers with wearables and to continuously monitor their data about 30 days. 
There will be pre-and post-study psychological tests, questionnaires and interviews. The results will be forwarded 
exclusively to the workers. High-level statistical information will be forwarded to the management that could draw 
conclusions from the anonymized distribution of resilience scoring on the working population about whether there 
might be a risk for increased sickness outages.  
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3.4.4 Service: Extended Resilience Score Computing: Integration of Recovery-
Stress State and Bounce-Back  

The computational method to estimate the recovery-stress state will integrate biosignal data, such as HRV, cortisol 
levels (via wearable sensors or proxies), and sleep quality metrics. The method will apply signal processing 
techniques to extract relevant features, such as stress peaks or recovery phases, and use machine learning models 
(e.g., support vector machines or neural networks) to classify the recovery-stress state dynamically. Time-series 
analysis will identify trends and deviations indicative of chronic stress or insufficient recovery. Resilience will be 
inferred computationally by assessing the ability of the system to return to baseline after stress, quantifying the 
frequency and depth of recovery periods relative to stress episodes. The output will provide actionable metrics like 
resilience scores or risk indicators for burnout, enabling targeted interventions to enhance well-being and 
performance. 

Implementation Details 

Based on the implementation of Paletta et al. (2024)35 on the computation of resilience scores for decision support 
using wearable biosignal data with requirements on fair and transparent AI, we will extend a component that 
measures the recovery-stress state of the individual worker.  

Measuring the recovery-stress state involves assessing physiological and psychological parameters that reflect a 
person’s stress level and their ability to recover. The approach will include, as follows, 

Physiological Measurements: 

 Heart Rate Variability: HRV is a primary indicator of autonomic nervous system balance. High HRV 
typically reflects good recovery, while low HRV indicates stress or fatigue. 

 Cortisol Levels: Cortisol, a stress hormone, can be measured through saliva, blood, or wearable 
proxies. Elevated cortisol levels indicate stress, whereas normalizing levels suggest recovery. 

 Sleep Patterns: Sleep duration, quality, and stages (e.g., REM, deep sleep) are critical for recovery. 
These can be monitored using wearable devices (activity trackers). 

 Respiration Rate: Controlled or reduced respiration rates are often associated with recovery states. 

Psychological Assessments: 

 Questionnaires and Surveys: Tools like the Recovery-Stress Questionnaire (RESTQ; Kellmann & 
Kallus, 2024)36 or Perceived Stress Scale (PSS; Cohen et al., 1983)37 capture subjective stress and 
recovery experiences. 

 Mood Tracking: Daily mood logs will provide insight into emotional recovery. 

Behavioural and Environmental Contexts: 

 Activity Tracking: Monitoring physical activity levels and sedentary behaviour can provide context for 
stress-recovery balance. 

 Lifestyle Indicators: Nutrition, hydration, and social interactions are qualitative data points relevant to 
recovery. 

Integration and Analysis: 
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These data points are combined using computational models to classify stress and recovery states. Time-series 
analysis, machine learning, or statistical tools will track trends, identify imbalances, and provide personalised 
feedback for intervention. 

3.4.5 Relevance of Fairness And Transparency in Digital Human Factors Analytics 

Explainable AI and fairness of AI services in the context of socio-technical environments are key to enable future, 
ethically approved applications of AI for the optimization of production services with human-machine interaction.  

Fair algorithms will prevent decisions to reflect discriminatory behaviour. The aim is to gain a better understanding 
of collective decision-making processes to tackle new socio-technological challenges where aspects of decision-
making and fairness are important. We need to ensure that people in similar situations are treated equally and not 
discriminated against. Examples of unfair decisions are situations where people are discriminated against based 
on protected characteristics, such as, race, gender or age. here are various techniques for implementing fairness, 
including methods based on distributed consensus of resources and fair distribution of similar resources. Surash 
and Guttag (2019)38 mention sources of bias in machine learning – measurement bias, representation bias, 
longitudinal data fallacy, statistical parity, etc. – with their descriptions in order to motivate future solutions to each 
of the sources of bias, for fair resource allocation (Jiang & Lu, 201939). 

Fairness has to be investigated on any machine learning services that underlie the resilience scoring in the 
FAIRWork project. Concretely, fairness measures have to be operated on the probability distributions on gender-
related aspects (sex, age, race, etc.) that provide data for decision-making towards resilience risk stratification. 

Transparent solutions enable users to introspect processes to understand how software arrives at a solution to a 
problem. Transparency is provided by methodologies of eXplainable AI (XAI; Longo et al., 2024)40 that are 
counteracting a tendency of "black box" in AI, where even the designers of the AI system cannot explain why it 
arrived at a specific decision. The focus is usually on the reasoning behind the decisions or predictions made by 
the AI which are made more understandable (Vilone & Longo, 2021)41. XAI should enable users to introspect 
dynamic systems as well as control options using XAI tools, such as, LIME, SHAP and WIT. These tools enable to 
explain and to interpret the predictions of machine learning models and can be further used to track the specific 
influence of vulnerable parameters - such as, gender, age and country of origin - on the generated results.  

Finally, the context information about the worker’s resilience makes it possible to dynamically generate suitable, 
transparent and fair recommendations for work allocations. 

3.4.6 Outlook 

In the future, we will conduct a wearable biosignal study. Such a study will gather real-world data on workers' 
physiological responses to their tasks and environment. Following this, we will refine the cognitive-emotional strain 
model, leveraging the controlled environment and detailed data from a study conducted at the Human Factors Lab.  

We will collaborate with partners with to outline the persona-based model for digital twin applications. This model 
will allow us to create virtual representations of workers, enabling simulations and analyses of different scenarios. 
All of these activities, including the studies, model development, and optimization efforts, will culminate in scientific 
publications.  
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3.5 Optimization in Decision Support Systems 

3.5.1 Overview 

Making decisions in manufacturing involves many challenges, from allocating resources, to optimising a process in 
the manufacturing industry, to optimising processes and supply chains. Optimisation plays a crucial role in many 
areas. Optimisation, a fundamental principle in applied computing and mathematics, deals with the systematic 
search for the best or possible solution to a problem under given conditions. Examples of practical applications can 
be a process optimisation (e.g., document analysis) or resource optimisation (e.g., how best to load containers onto 
flatbed trucks). Historically, operations research (OR) has primarily concentrated on economic factors. However, 
since the beginning of the 21st century, human considerations have become increasingly important. Therefore, we 
consider to integrate human factors in our optimisation strategies (Prunet et al., 2024)42. 

There are various AI based techniques that provide support for making informed decisions and increasing 
efficiency. First, when making decisions, it is important to consider the scenario. Second, complexity theory plays 
a fundamental role in optimization. Since most problems in combinatorial optimization are NP-hard, heuristics are 
typically required for their solution. Significant progress has been made in the last four decades in developing 
metaheuristics based on local search and various hybridisation schemes (Fraga, 2015)43. Third, several modelling 
paradigms from a high-level perspective, examining the interrelationships between multiple elements. Decision 
analysis provides a valuable framework for structuring and solving complex problems involving both soft and hard 
criteria, behavioural operations research and dynamic elements of a process. In recent times, ethical and fairness 
issues have become increasingly important in decision-making. 

From the methodology approach, there exist many ways to support decision making with optimisation techniques:  

 AI offers innovative approaches to solving complex optimisation problems where conventional methods reach 
their limits. In particular, for high-dimensional, nonlinear or stochastic problems, AI methods enable efficient 
exploration of the solution space and approximation of optimal solutions. Combining AI methods with domain-
specific knowledge and classical optimisation techniques promises more efficient and robust solutions for a 
wide range of applications. 

 Mathematical programming is a central methodology in operations research. The simplex method, first 
published by Dantzig (1951)44, is considered the most significant development in this area. Other areas of 
focus include optimization, combinatorial optimization, and stochastic programming. The most commonly used 
techniques for solving mathematical programs are branch-and-bound, branch-and-cut, branch-and-price 
(column generation), convex optimisation, and dynamic programming. 

 Heuristics, based on Laguna et al. (2013)45, are an important tool in production for solving complex problems 
and optimising decisions. However, it is important to be aware of the advantages and disadvantages of 
heuristics and to use them wisely. In combination with other methods, such as mathematical optimisation, 
heuristics can contribute to a significant improvement in production processes. Possible applications are, e.g., 
sequence planning. This involves determining the sequence in which orders are processed in order to minimise 
throughput time and maximise efficiency. Heuristics in resource allocation support the optimal distribution of 
resources (e.g. machines, personnel) to different tasks. 

 A very relevant technique for FAIRWork is constraint programming (CP). CP offers a unique approach to 
optimising production processes by focusing on finding feasible solutions that satisfy a set of defined 
constraints. Unlike traditional optimisation techniques that seek a single optimal solution, CP can identify 
multiple solutions that satisfy constraints imposed by factors such as machine capacity, material availability 
and delivery dates. This flexibility is particularly valuable in complex manufacturing environments where finding 
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a single "best" solution may not be feasible or desirable. CP allows the exploration of different options that 
meet all the necessary requirements, enabling production managers to make informed decisions based on 
additional criteria, such as minimising lead times or prioritising specific customer orders.  

As already defined, optimisation in manufacturing is an essential aspect of applied mathematics and computer 
science that aims to systematically search for optimal solutions under given constraints. In manufacturing, 
optimisation manifests itself in a variety of problems, ranging from the efficient allocation of resources to the process 
optimisation of specific operations. It is always important to define a clear objective. An appropriate method is then 
selected and implemented. The text analyses the challenges of decision making in complex manufacturing 
environments and highlights the role of optimisation as a solution approach. Different aspects are discussed and 
used. These include artificial intelligence techniques (e.g. for the FLEX application) or heuristics motivated by the 
Stellantis application. The following services provide information about the importance and challenges of 
optimisation in manufacturing and discuss different approaches. 

 

3.5.2 Optimise the Check of Calibration Documents  

One example of the use of AI in a business is the automation of the quality control of digital calibration documents 
(Nummiluikki et al.,  2023)46. It offers a significant improvement over manual review. Using various AI-based 
methods such as optical character recognition (OCR) and natural language processing (NLP), key data points such 
as instrument details, calibration equipment information, test results and signature verification can be automatically 
extracted from various document templates. 

Quality control of calibration documents is essential to ensure the validity and traceability of measurement results 
and to fulfil the requirements of quality standards such as ISO 9001. Effective quality control includes checking the 
documents for correctness of date, completeness, accuracy, consistency and availability of signatures. Among 
other things, the following points should be checked: the clear identification of the calibration item and the standard 
used, the traceability of the standard to national or international standards, the documentation of the environmental 
conditions during calibration, the specification of the measurement uncertainty and the clear and unalterable 
documentation of the results. In addition, the calibration documents should be regularly checked for up-to-dateness 
and validity to ensure that they comply with current requirements and standards. Implementing a documented 
procedure for the quality control of calibration documents helps to minimise measurement errors, improve the 
quality of products and processes and increase confidence in the measurement results. 

Motivation of the Use Case: After a device is manufactured, it must undergo validation to ensure its accuracy and 
reliability. Calibration issuers are responsible for testing the device and issuing a certificate containing all the 
essential details about the tested device and the calibration test cases. Flex processes approximately 3,000 such 
certificates annually. Currently, these certificates are manually reviewed for formal errors and test results, a process 
that can take upwards of 10 minutes per certificate depending on the document's length. This time-intensive task 
involves data comparisons from various sources to ensure that only certificates with accurate information are 
deemed valid. By enhancing the efficiency of this process, the certificate validator significantly streamlines Flex’s 
workflow. 

The format of a calibration certificate varies depending on the issuing laboratory. Presently, the majority of 
certificates Flex receives are issued by the laboratories MicroPrecision and TESI. Despite differences in layout 
formatting, the core information contained in the certificates remains consistent and typically includes: 
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 Details about the device undergoing testing 

 Information on the calibration equipment used 

 Confirmation that all calibration tests have been passed 

 Signatures of authorized personnel 

 Verification of certificate completeness 

 

Key details about both the tested and calibration devices are accessible through the database. 

Details about the device undergoing testing encompass the device name, manufacturer, model, asset number, the 
date of measurement, and the certificate's expiration date. Information specific to the certificate includes the issue 
date and the total number of pages. 

Implementation Details: The calibration documents are text documents. The analysis of PDF documents using AI 
methods and an implementation of rule-based lists to check the text or calibration documents. Human review 
reaches its limits here, especially when processing large volumes of documents or complex layouts. The developed 
libraries can extract text passages, identify keywords and recognise semantic relationships between words and 
sentences. 

3.5.3 Work Schedule by using Human Factors 

A worker schedule based on stress levels aims to optimize the workload of employees and prevent burnout. Various 
factors are taken into account, such as the complexity of the tasks, the number of deadlines and the general 
workload (Berti et al., 2021)47. These factors are used to determine a stress level for each employee. The worker 
schedule then distributes the tasks in such a way that the stress levels are as balanced as possible, and no 
employee is overloaded. Breaks and recovery times are also integrated into the schedule in order to relieve 
employees and maintain their performance. This system promotes the health and well-being of employees and can 
lead to higher productivity and employee satisfaction (Tropschuh el al., 2024)48.  

Furthermore, a stress level and resilience core could also be incorporated, reflecting an individual's capacity to 
handle stress. This score might be based on factors like experience, personality traits, or even training in stress 
management techniques. The worker schedule then distributes the tasks in such a way that the stress levels are 
as balanced as possible, and no employee is overloaded, taking into account both their current stress level and 
their resilience. For example, an employee with a lower resilience score might be assigned slightly less demanding 
tasks, even if their current stress level is similar to a colleague with a higher resilience. This approach not only 
promotes employee well-being but also enhances productivity and job satisfaction. By considering both stress levels 
and resilience, the schedule aims to create a sustainable workload for each employee. Breaks and recovery times 
are integrated into the schedule to further alleviate stress and maintain performance. This system fosters a healthier 
work environment, leading to increased employee engagement and reduced burnout rates. By dynamically 
adjusting workload based on both stress and resilience, the system can better cater to individual needs and 
contribute to a more robust and adaptable workforce.  

Implementation details: The implementation was done through a simple exemplary implementation of a work plan. 
An assignment algorithm was developed that takes into account the stress level of the employees and the current 
workload. Subsequently, frequent changes in task allocation are made, such as swapping, shifting or splitting tasks. 
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The change that improves the stress level the most is adopted. This process is repeated until an acceptable balance 
is achieved for all resources. In addition, where possible, additional breaks are built into the schedule to relieve 
employees. Longer recovery periods are scheduled for high stress levels. The innovation lies in the fact that human 
resources can change more frequently over time, resulting in a more dynamic and varied distribution of resources 
that takes into account people's stress levels. 

 

3.5.4 Transport Optimisation   

Industrial companies are under increasing pressure to improve their performance and measure themselves against 
key performance indicators. This development poses major challenges for many companies (Adenipekun et al.,  
2022)49. More and more companies are faced with the almost impossible task of guaranteeing high quality 
standards while at the same time minimising resources. One of the most important logistical processes, the 
transport of goods and materials, is particularly affected by rising costs. A large number of departments and 
functional areas within an industrial company, such as production, warehousing and dispatch, are linked to the 
transport process. The efficiency of transport, therefore, has a direct influence on the productivity of the entire 
company. Despite the trend towards shorter throughput times, goods and materials must be transported to the right 
place at the right time ever more quickly and precisely. In an industrial environment, various players are involved 
in the transport process: Production employees, warehouse staff, drivers and logisticians must work together 
efficiently to ensure a smooth process. Companies are therefore intensively looking for optimisation options that 
enable cost savings without compromising the quality of transport and on-time delivery. The optimisation of 
transport, including external logistics services, is therefore a decisive factor in reducing operating costs and 
increasing the competitiveness of industrial companies. 

Implementation Details: The research implementation of an algorithm for dynamic route planning that is 
characterised by universal applicability and extensive configuration options. In contrast to previous approaches, it 
enables the adaptation of loading patterns and time windows during runtime. The focus is on the optimisation of 
the insertion heuristics, considering different vehicle occupancies and optional time windows. 

3.5.5 Outlook 

We plan to continue our research in the following different areas for the manufacturing industry: 

Future research shows great potential for integrating human factors into decision models for production and logistics 
problems. Of particular interest are scalable modelling approaches that incorporate human factors. Furthermore, 
we would like to extend our research by applying human factors to the routing literature, e.g. by considering fatigue. 
The work of Fu et. al. (2022)50 is one of the few papers that considers human factors in the planning of driver 
breaks. 

For the quality assurance task (e.g. checking the calibration document) in production, it will probably be interesting 
in the future to combine the chosen rule-based approach with the possibilities of generative AI as offered by LLMs. 
This approach could offer advantages in terms of more flexible adaptation to different formats and types of 
calibration documents. In particular, generative AI could be used for making better decisions. By combining rule-
based systems with the flexibility and adaptability of generative AI, companies could significantly improve quality 
assurance in production and achieve time and cost savings. It should be noted, however, that the use of LLM in 
this area will require careful validation and monitoring to ensure that this approach works. 
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3.6 AI-Enriched Decision Support Systems 

3.6.1 Overview 

In this section, we explore the potential of AI methodologies for optimising decision-making and scheduling 
processes in manufacturing contexts. Our research is structured around four research questions addressing the 
integration of AI into industrial practices as described in (Figure 7). First, we examine existing AI applications (I). 
Next, we evaluate their potential to enhance traditional decision-support systems in complex and dynamic 
environments (II). Then, we investigate how optimization metrics and constraints impact industrial scheduling (III). 
Additionally, we assess the extent to which AI techniques can be utilised for optimisation in production contexts by 
developing small-scale demonstrations (IV). 

 

Figure 7: The overview of the research track AI-enriched DSS. 

During the given time frame for this periodic report, our efforts in WP3 were dedicated to investigating the research 
on machine learning methodologies applied in resource and production planning (research question I) as well as 
further research in the domain of reinforcement learning (RL) applied to optimise industrial scheduling (research 
question III). The research questions and a short summary of the outcomes are presented in below. 

Research Question 1: How can the decision-making process and architecture in the manufacturing 
environment be accelerated through the use of AI-based methodologies? 

To address the first question, we conducted a scoping review. Over 200 scientific articles published within the 
past 14 years were identified. Each article's abstract was reviewed by two researchers, resulting in a final 
selection of 70 articles that were reviewed in full scope, as available free of charge. The analysis of 48 accepted 
papers revealed 61 methods that we classified into RL, supervised learning, and unsupervised learning. An 
additional classification layer was applied based on the use cases in which these methods have been applied, 
such as production planning, resource planning, process optimisation and control, and maintenance.  

The possible outputs of the presented ML methods were broad. They used regression models to include 
predictions of power consumption, process duration, demand forecasting, remaining useful life, tool wear rates, 
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operating conditions, and material distortion forces. On the other hand, RL focused on more dynamic tasks, such 
as scheduling, resource allocation, maintenance planning, and order acceptance. By utilising classification 
techniques, studies investigated an improvement of key performance indicators, environmental limits, and 
scheduling options. Also, forecasting demand, cycle times, and predictions of machine failure were examined. 
Advanced models, including hybrid approaches, e.g., adaptive neuro-fuzzy inference system, deep RL, and 
multi-agent RL, were used for specialised tasks like power plant performance, policy optimisation, and 
scheduling recommendations.  

Question 2: How can existing AI methodologies enrich classical decision support systems in order to be applied 
in complex and dynamic manufacturing processes? 
 
In the scope of the second research question, a research gap in DSS classification was identified, where the 
present literature underlined the need for adequate resources to guide developers in selecting an appropriate 
method. As one of our goals in the project is to create guidelines for developers, we proposed a structured 
categorisation of DSSs into four distinct classes: rule-based, optimisation-based, simulation-based and learning-
based. This classification serves as a tool for developers and end-users to find common ground in understanding 
real-world use cases and possible technical solutions. A detailed description of this study can be found in Olbrych 
et al. (2024)51 and in Deliverable 3.2. 
 
Question 3: How do different optimisation metrics or constraints affect a schedule in a manufacturing context? 

Resource allocation is a fundamental problem in manufacturing and production. It involves assigning tasks to 
resources such as machines in an efficient and timely manner. This problem is crucial for optimizing productivity 
and minimizing costs, but it presents significant challenges due to its complexity and the interdependencies 
between tasks. Recent advancements in RL have shown promise in tackling such optimization problems, 
particularly when traditional heuristic methods struggle to scale. However, RL applications in this domain are 
often hindered by sparse reward signals, which provide limited feedback to guide the agent's learning process. 
One key metric in this context is the makespan - the total time required to complete all tasks, from the start of 
the first task to the completion of the last -. While optimizing the makespan is central to improving scheduling 
efficiency, its sparseness as a reward signal complicates RL training. To address these challenges, two studies 
were conducted to investigate the impact of reward signal design and exploration techniques on the 
effectiveness of RL for job shop scheduling. 

The first study, "Reward Shaping for Job Shop Scheduling," found that dense reward signal yields better results 
with the same training resources. Specifically, constructing a dense reward signal based on the metric of 
machine utilization proved more effective than directly optimizing a sparse reward signal tied to the makespan. 
The makespan alone results in a sparse reward signal because it is only revealed once a production plan is 
complete, which corresponds to the end of an episode in an RL setting. The reward signal in reinforcement 
learning represents an optimisation metric or a combination of optimisation metrics. This means that a higher 
reward indicates better performance of the corresponding optimisation metrics. For more information, please 
refer to Deliverable 3.2 and Nasuta et al. (2024)52. 

The second study builds upon the environment used in the first and investigates curiosity-driven exploration 
techniques for RL. Curiosity-driven exploration has emerged as a promising approach to systematically guide 
RL agents in exploring state spaces, especially in environments with sparse rewards. This technique transforms 
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a sparse reward signal based on the makespan metric into a dense reward signal. The study demonstrated that 
curiosity-based approaches achieved comparable, and sometimes even slightly better, results within the 
available timestep budget compared to formulations based on machine utilization. Moreover, RL agents 
incorporating curiosity mechanisms can potentially escape local optima and discover better solutions given 
sufficient computational resources.  

Question 4: How and to what extent can AI techniques be utilised for optimisation in industrial scheduling? 

Within this research question, we explored the literature and, based on the possible use cases in the project, 
developed small-scale demonstrators that showcase the practical application of AI techniques. Its scope extends 
beyond industrial scheduling, which is primarily addressed in Questions 1 and 3. The demonstrators discussed 
here are publicly accessible through GitHub platform, providing valuable insights into diverse optimisation 
strategies and hands-on learning opportunities. 

AHP-Fuzzy Logic for Safety and Efficiency53 

This demonstrator evaluates workspace safety and efficiency by calculating customised ratings. Inputs include 
robot mode, cycle time, layout, robot movement, gripper choice, space requirements, human traffic, worker 
automation skills, safety requirements, and quantity. These parameters allow for tailored assessments of 
workspace performance. 

Genetic Algorithm for Allocation54 

This demonstrator uses a genetic algorithm to optimise resource allocation, specifically worker-order 
assignments. It considers worker preferences and central allocation strategies to maximise a score, representing 
various objectives such as efficiency, cost-effectiveness, or overall performance. 

Reinforcement Learning for Inventory Management55 

Within this example, RL for inventory optimisation was applied. It adapts inventory levels to seasonal demand 
fluctuations using the Stable Baselines3 library. The project also integrates Weights & Biases (Biewald, 2020)56 
for hyperparameter tuning and experiment logging, ensuring effective model performance. 

 

3.6.2 Research on Existing AI Applications: ML Catalogue 

3.6.2.1 Motivation and Reference to FAIRWork Use Case 

Going one step further from the categorisation of DSSs, we created an extensive catalogue of data-driven methods 
applied to production and resource planning in the industry. Conducting a literature review on ML methods for 
production planning and resource planning in the industry is highly valuable, particularly for use cases like worker 
allocation, warehouse management, and production scheduling. The overview of the technical landscape not only 
establishes knowledge but also identifies research gaps and promotes the adoption of ML in the industry. This 
study aims to connect academic research with practice by presenting the newest technological achievements and 
building trust in industries to implement promising ML solutions. The review aims to discuss key topics, provide 
recommendations, and highlight the evolving landscape of AI-enhanced DSS in manufacturing. 
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3.6.2.2 Innovation beyond the State-of-the-art  

In the context of Industry 4.0, deploying advanced data-driven technologies often faces the burden of high 
complexity, the number of algorithms that could be utilised, and a lack of trust. Studies like Berlimini et al. (2021)57 
and Ivanov et al. (2021)58 presented literature reviews that provide the orientation for developers in industrial 
operational management and research perspectives on Industry 4.0. Our study, on the other hand, provides an 
overview of the latest algorithms applied not only in production planning but also in resource management, covering 
topics like cost estimation, energy consumption forecasting, predictive maintenance and dynamic demand planning. 

3.6.2.3 Description of Functionality 

The result of this study is a comprehensive catalogue of validated ML methods that can be used as a foundation 
for developing AI services. It presents various learning algorithms that can be further improved and adapted for 
specific industrial scenarios. Additionally, it highlights future directions and identifies existing gaps in the research 
field. 

3.6.2.4 Results 

Our review focused on publications from 2010 to mid-2024, selecting conference papers and journal articles while 
excluding reviews. We targeted studies on decision support, resource planning, and machine learning in 
manufacturing. The search was conducted using three platforms: Scopus, Web of Science, and IEEE Xplore. After 
removing duplicates and screening abstracts, 78 papers were accepted for the full-text screening. Due to access 
limitations, 47 full texts were analysed, summarising ML methodologies. 

In the reviewed research positions, supervised learning is the dominant approach in industrial applications, with 
models like Random Forest, Linear Regression, Decision Trees, and Multi-Layer Perceptrons used for cost 
estimation, energy forecasting, demand prediction, and production optimization. Neural networks, particularly Multi-
Layer Perceptron and Long-Short Term Memory models, excel in time-series forecasting and predictive 
maintenance. Another widely applied method was RL, which aids real-time decision-making with algorithms like 
deep q-network, proximal policy optimization, and actor-critic optimizing scheduling, resource allocation, and 
maintenance. Unsupervised learning, though less common, adds value to demand segmentation and risk 
assessment. Methods like k-means and hierarchical clustering help uncover hidden patterns, highlighting the 
potential for enhanced anomaly detection and early warning systems. 

From 2019 to 2024, ML methods evolved from static regression-based predictions for cost and quality estimation 
to real-time adaptability and intelligent decision-making, driven by the rise of RL. This shift reflects the growing 
demand for dynamic systems that respond to industrial changes. Additionally, hybrid models like adaptive neuro-
fuzzy inference systems and boosted decision trees enhance predictive accuracy by combining multiple techniques, 
proving valuable in complex scenarios 

In conclusion, the research in this area reflects a robust and growing reliance on machine learning to address the 
multifaceted challenges of modern industrial systems. The progression from traditional regression-based models 
to advanced RL methods underscores the increasing complexity and dynamism of production environments.  

3.6.3 Guidelines and Recommendations for AI Developers 

FAIRWork project aims for transparent and explainable use of AI methodologies that often function as "black box" 
systems, making it challenging for developers to explain processes to end users and slowing down their 
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implementation in real-world scenarios. Therefore, the focus of this study was to develop a novel DSS classification 
that integrates current technologies and allows for accessible explanations and discussions on selected methods 
for a specific industrial use case. The main outcome of this study is a categorization of DSS into four distinct classes: 
rule-based, optimization-based, simulation-based, and learning-based. It provides guidelines for selecting 
methodologies based on use-case requirements. The classification aligns with user needs and industry evolution, 
ensuring adaptability and effectiveness while addressing challenges in explaining methodologies to end users. 
More information about the research can be found in Olbrych et al. (2024)59 and in Deliverable 3.2. 

3.6.4 AI-Based Optimizing Solutions for Industry 

In the first study, we explored how RL can optimise scheduling processes, focusing on the Job Shop Scheduling 
Problem (JSP). By investigating different reward functions' impact on solution quality and evaluating case studies, 
we seek to provide valuable insights for enhancing manufacturing productivity and competitiveness. (Nasuta et al., 
2024)60. 

A second study investigates curiosity-driven exploration techniques to enhance RL performance in environments 
with sparse rewards, using the JSP as a case study. 

3.6.4.1 Motivation and Reference to FAIRWork Use Case 

Curiosity-driven exploration was initially developed to address challenges in RL for video games like Montezuma’s 
Revenge, leading to significant breakthroughs in handling sparse reward settings. Optimization problems, such as 
resource allocation in industrial use cases, often lead to sparse reward settings when formulated in an RL 
framework. This study explores whether curiosity-driven exploration can offer similar benefits in optimization 
contexts as it did in video games. 

3.6.4.2 Innovation beyond the State-of-the-art  

While curiosity approaches have been extensively studied in video games and RL for optimization problems like 
the JSP, to the best of our knowledge, applying curiosity-driven exploration to JSP has not been explored before. 
A key distinction between video game environments and optimization problems lies in the observation space: video 
game states are typically represented as images (screenshots). In contrast, optimization problems often use 
directed graphs. As a result, video game approaches often employ convolutional neural networks, while 
optimization problems are more suited to graph neural networks or dense models. 

3.6.4.3 Description of Functionality 

Curiosity approaches add an additional reward signal to the environment’s original reward function. This signal 
incentivizes the RL agent to explore new states and system mechanics by rewarding novel states and the agent’s 
ability to predict the effects of its actions. By introducing a curiosity signal, the agent first learns how its actions 
affect the environment. Once it has an accurate model of the environment dynamics, it shifts focus to solving the 
original task. In the video game domain, this approach allowed agents to first learn complex moves, such as a 
double jump, which they could then use to play the game more effectively. 

3.6.4.4 Interfaces 

The two most promising curiosity approaches were implemented as Gym environment wrappers, making them 
easily adaptable to RL environments that follow the Gym standard. These wrappers also integrate experiment 
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tracking with the Weights and Biases platform, allowing for the logging of intrinsic and extrinsic rewards, as well as 
the encountered states. 

3.6.4.5 Experiments 

The study evaluates the impact of curiosity modules in an RL setup for the JSP using benchmark instances from 
Fisher and Thompson. The JSP environment is configured with a sparse reward function, providing feedback only 
upon the completion of a full schedule, creating a challenging exploration scenario. Hyperparameter tuning for the 
proximal policy optimization algorithm was conducted in two stages for both instances, involving random and grid 
search. The best-performing configurations were evaluated with varying numbers of timesteps. 

3.6.4.6 Results 

By transforming the sparse makespan-based reward signal into a dense one, the study achieved results 
comparable to, and occasionally better than, those based on machine utilization. Additionally, the curiosity-driven 
approach enabled RL agents to escape local optima and discover potentially superior solutions when given 
sufficient computational resources. 

3.6.4.7 Integration into the DAI-DSS architecture 

Curiosity Gym wrappers can be utilized to train RL agents deployed as AI services. Since curiosity approaches 
emphasize exploration, they are most beneficial during the training phase of an RL agent. In production, the RL 
agent should focus on exploitation, and the curiosity Gym wrapper should not be used. However, training an RL 
agent with the curiosity Gym wrapper is advantageous for improving exploration capabilities during the learning 
process. 

3.6.5 Outlook 

Future research should investigate the scalability of curiosity-based RL in more complex scheduling scenarios, 
including larger problem instances with increased jobs, machines, and constraints. Additionally, the adaptability of 
these approaches should be tested in dynamic environments where job arrivals are unpredictable, and processing 
times vary due to machine breakdowns or other uncertainties. Further optimisation of hyperparameters across 
diverse problem settings could enhance the robustness and efficiency of RL models, ensuring their applicability in 
real-world industrial applications. 

Additional research should focus on implementing resource and production planning methodologies in real-world 
industrial scenarios, particularly in the context of Industry 5.0, which emphasises human-centric, sustainable, and 
resilient systems. Application-oriented research is crucial for developing practical benchmarks for ML 
methodologies tailored to modern industrial environments. These benchmarks could guide the integration of 
advanced technologies. 

 

3.7 Model-based Knowledge Engineering for Decision Support 

3.7.1 Overview 

Modelling is used to externalize the knowledge of decision-makers and experts familiar with the use case scenario 
and problem setting and to detail the steps towards configuring AI algorithms. Due to the advantage that models 
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are interpretable by humans and machines, modelling is applied to assist starting from the definition of requirements 
to the implementation of suitable AI solutions. E.g. Domain-specific models can serve as the basis for configuring 
the DAI-DSS aiming to enhance the transparency and explainability of the involved AI applications or technical 
models could be used to describe orchestration between AI services in the DAI-DSS. 

To support the configuration of the use-case-specific AI applications, a systematic three-layered approach based 
on models ranging from problem identification to the executable AI solution for decision support was proposed in 
Deliverable 3.2. As a recap, the framework and description of the layers are illustrated in Figure 8. The layers are 
described as: 

1) Identification: This layer captures the identification of the current status and the concrete problem settings of 
business processes, but also corresponding success factors, existing IT systems and architecture 
components, compliance requirements and relevant KPIs through harvesting, and modelling domain 
knowledge. This can be supported with approaches such as co-creative or hybrid workshops, or interviews. 

2) Specification: In the second layer the initially defined properties are described in more detail and mapped 
with AI applications. The abstract decision logic, methods for knowledge-based mechanisms e.g. input and 
output data types and underlying expectations for mechanisms as well as desired solution outputs are defined. 
For example, training and test data that enable the training of AI, Excel and decision models describing the 
reasoning, or methods for certification and approval of AI results are specified.  

3) Configuration: In configuration, concrete AI applications and used techniques, frameworks or computational 
models for execution or calculation (e.g. concrete rules that are executed by rule engines, fuzzy logic that can 
be interpreted or semantics that can be inferred) are configured. 

 

 

Figure 8: Overview of the three-layered approach. 
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Within this research track the aim is to use the three-layered methodology and the prototypes and materials 
gathered and elaborated during the FAIRWork project and point out possibilities to introduce AI into businesses in 
a structured way based on models. 

Current trends in AI suggest that, on the one hand, a shift from single AI methods to compound AI systems to fit 
increasingly complex tasks is needed (Jaffri, 2024)61. Especially, the progress in LLM, generative AI (GenAI) and 
the advantage of compound AI systems in their modularity and the possibility of combining and orchestrating 
multiple components and different AI approaches (e.g., hybrid AI) to perform more complex tasks stresses the 
future need to develop whole intelligent systems and applications instead of single AI services. On the other hand, 
compliance requirements in terms of legal, ethical and technical aspects for organizational processes using AI are 
getting more and more relevant (AI HLEG, 201962; AI HLEG, 2020)63. As more complex AI solutions emerge, new 
legislation e.g. the AI Act, forces companies to comply in legal, ethical or technical dimensions when offering or 
applying AI-based applications. Therefore, besides deciding on a specific AI solution to enhance organisational 
efficiency, companies are required to accompany the AI introduction with organizational processes for AI usage 
and governance. 

Thus, the three-layered approach is adapted to a broader focus, highlighting two aspects: 

1) In Deliverable 3.2, the three layers are investigated for specific AI approaches and use cases (e.g. rules, 
fuzzy rules, agents, artificial neural networks etc.). Chosen AI approaches are analysed to identify 
underlying rules, conditions and requirements for the three layers. In Deliverable 3.3, the three layers are 
summarized in a company view in contrast to a very specific AI-service view. This might cover whole AI 
applications and solutions instead of single (AI) algorithms including multiple frameworks, algorithms or 
concepts such as RAG combined with LLM or Graph RAG. Potentially, also using and evaluating existing 
AI applications and platforms on the market. 

2) For a successful introduction of new AI applications into companies, AI usage and governance aspects 
must be considered too. AI usage includes the definition of processes, roles, skills, responsibilities and 
how AI is used in the business processes, the legacy infrastructure, and data and considering applicable 
regulatory requirements like GDPR, AI-Act or Data Resilience Act. In addition, AI governance must be 
established for AI introduction, training for the employees must be provided and measures to ensure 
compliance and the expected impact and benefit of an AI application need to be defined. Sample questions 
are highlighted for the reflection of existing AI solutions at the market in Section 3.7.2.3. A model-based 
method on how to bring different (compliance) principles into AI and support AI trustworthiness through 
modelling will be presented in Section 4. 

The overall goal of BOC’s research in this research track is to define how modelling can support companies 
navigating through increasingly complex business environments with a focus on introducing and applying AI. 
Therefore, the following two questions are asked: 

 

 

 

 How can models support getting AI into companies? 

 What models are needed to identify, specify or configure AI? 
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It must be noted that the two questions capture and summarize the context of the research questions proposed in 
Deliverable 3.2. To answer, the methodology to support the introduction of AI into the FAIRWork use case partner 
organisations CRF and FLEX is described. Additionally, “other” use cases are reflected. The methodology is based 
on the three-layered approach presented above and proposes a mapping of all elaborated items during the project 
such as documents, context information, processes and prototypes. Modelling methods describing the item’s 
relevant information are suggested to identify, specify and configure AI.  

For example, models can be used to “identify” the need for AI in terms of finding existing AI solutions on the market 
to support business processes, such as an AI-based spend management platform for a company’s invoice 
management or a GenAI-powered marketing platform to increase lead rates. Second, models can be used to 
“specify” the needs and expectations of AI. For example, models can be used to represent organisational process 
landscapes, business processes or decision processes and to derive use-case-specific requirements or solution 
outputs. Also, to capture expectations towards AI and its requirements when being developed can be illustrated 
with concept models. Third, models can be applied to “configure and influence” AI. These may include describing 
relevant features for the linear sum assignment solver or constraint programming or using technical models to 
describe the configuration of orchestration of AI such as the rule-based Netflix Conductor orchestrator or the 
orchestration of AI using LLM and RAG. 

Within this research track, OMiLAB researches how information from conceptual models can be used to support 
the design, deployment and support explanation of proposed solutions from the decisions support system. The 
focus till Deliverable 3.2 (Paletta, 2023)64 was set on the model-based design approach and how the modelled 
knowledge can be reused in the configuration of the DAI-DSS. The focus in this deliverable is set on how models 
can be used to explain decisions on higher abstraction levels, supported through the models created during the 
design and instantiation of decision services within the DAI-DSS.  

These design models are used to support explaining proposed and made decisions by the DAI-DSS. In this way 
the created models themselves will be further utilised, improving the model value on one hand and support the 
explainability within the DAI-DSS through diagrammatic models, which are easier to understand by humans (Larkin, 
198765; Mayr & Thalheim, 2020)66, on the other hand. Therefore, the models from the design time are not used as 
is but are enhanced. The enhancement can be based on information from made decisions or functionality added 
to the models and the used modelling methods in supporting the understanding. The goal is to support explanations 
through interpretable diagrammatic models and in doing so not only explain the solutions to experts and decisions 
makers, but to support the understanding of all stakeholders involved or influenced by the proposed solutions to 
the decisions.  

Therefore, the models from the three-layered approach introduced above will be used to feed information from the 
made decisions back to the models and in doing so add a second information flow to the three layers. As the models 
describe the created decision support on different levels, the models are representing already parts of the decisions 
scenario and are therefore semantically adjacent to the information created by the decision support system. This 
proximity will be used to adapt the models to integrate information from the decision support system and capture 
and visualise them within the models. 

3.7.2 Modelling for AI: An Approach for Model-based AI Configuration 

This section presents the method of mapping: 1) items such as created prototypes, documents and materials and 
2) models and modelling methods to the three layers Identification, Specification and Configuration. The 
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methodology illustrates how AI was introduced based on the three-layered structure into the use case partners CRF 
and FLEX, while analysing the underlying models. Also, examples and thoughts for other use cases are given.  

All items created during the project such as business process models, decision models, deliverables capturing the 
problem statement, use case and decision processes as well as prototypes are mapped to the layers. Then each 
item for each layer is described as a model, as the underlying idea is that all items can be represented through 
models (e.g., BPM for the business processes, DMN for the rule-based decision service, ER-Models for describing 
data and its relations, etc.). This is described under the Experiment Section 3.7.2.3. There is no restriction to a 
certain modelling type as long as the model is suitable to encode knowledge or relationships in a simple way. 
Models can range from conceptual to computational but might also include informal and less structured techniques 
like a description of relationships in natural language. The described approach aims to contribute to a so-called 
model-repository as an outlook (Section 3.7.4) to enable a flexible combination of the appropriate models depending 
on the user's needs. 

3.7.2.1 Motivation and Reference to FAIRWork  

Conceptual models are interpretable by human beings and machines. Their visual aspects aid human 
understanding, while the conceptual and semantic representation contribute to machine interpretation. Thus, these 
models can assist in bridging the gap between human-oriented and machine-oriented approaches. Domain experts‘ 
problem settings as well as their decision logic for solving the problem can be represented in the form of domain 
models (e.g., business process models and notation (BPMN)) to configure AI solutions. Additionally, domain models 
can be used to provide context information to the AI or as a medium to describe AI-generated information to the 
user. On the technical side, an AI catalogue containing solutions that need to be configured to meet the specific 
use case needs. This research explores how models serve as an instrument to communicate and represent 
requirements, and capabilities as well as describe AI configuration and orchestration logic. The proposed method 
serves as a starting point to investigate the utilization of models to identify requirements coming from use case 
scenarios, to specify the logic for AI solutions to address the use cases, and to configure AI services and their 
orchestration. Additionally, due to the increasing demand for being compliant when utilizing AI solutions for 
organisational tasks and processes, initial thoughts supporting AI usage and governance aspects through modelling 
are reflected.  

This research can be positioned into the recent conceptual modelling (CM) with AI domain. The combination defines 
the CMAI domain, which aims to improve the strengths and address the weaknesses of each separate domain 
(Fettke, 2020)67. Bork et al. (2023)68 indicate that based on their review conceptual modelling for AI Ethics as well 
as model-based code generation especially for recent technologies in Machine and Deep Learning or NLP is 
gaining in relevance. Also, Shlezinger et al. (2020)69  highlight the importance of CM and AI to leverage the reliability, 
interpretability and robustness of deep learning approaches by applying hybrid approaches. Mattioli et al. (2022)70 
emphasize hybrid AI approaches to achieve trustworthy AI and propose multiple steps for engineering AI services.  

3.7.2.2 Interfaces   

As different types of materials and, therefore, multiple models and modelling techniques can be used for the three 
layers, the hybrid modelling tool Bee-Up71 is suitable. Bee-Up implements multiple modelling languages into a single 
prototypical modelling tool, which can be downloaded and used for free. It allows the creation of models in 
commonly used modelling languages such as BPMN, decision model and notation (DMN) or unified modeling 
language. While Bee-up already supports multiple modelling languages, it may be necessary to explore new 
modelling tools that address additional languages needed for this research effort, as the modelling method must 
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be usable and fitting to the information system with which it should be used. Bee-up was already applied in 
Deliverable 3.2 for some of the concrete examples like rules and fuzzy rule-based modelling.  

The Bee-Up modelling tool is implemented on the open ADOxx72 metamodeling platform, which supports the 
development of various domain-specific modelling tools. The ADOxx platform was not only used in the context of 
Bee-Up within FAIRWork, but the Scene2Model tool, which is used model-based method, and the certification 
prototype are implemented on ADOxx. ADOxx itself offers a GUI for creating and interacting with the created models 
and functionality to process the models. Therefore, the platform’s own scripting language AdoScript, can be used 
to implement the needed functionality. Such functionality must not be implemented within ADOxx itself, but 
AdoScript offers the possibility to send and gather information from external systems through HTTP calls. Within 
FAIRWork this is used to combine the modelling tools with the services within the DAI-DSS environment. 

3.7.2.3 Experiment 

This section deals with the identification, specification and configuration steps to introduce and apply AI for CRF, 
FLEX, and “OTHER” use cases. The framework focuses mainly on FAIRWork but also includes under “OTHERS” 
further AI solutions as examples of 3rd party providers on the market. 

In the first step, materials, models or prototypes are mapped to the corresponding “Identification”, “Specification” 
and “Configuration” layers. All items can be clustered per layer (horizontally) and company partner (vertically) and 
might serve as a consulting “package” and solution example for a similar use case. The clusters are in the following 
referred to as “pattern”. Patterns of one layer might vary for companies. E.g. for the “Identification” layer of FLEX 
and CRF the pattern is the same, whereas in “Specification” or “Configuration” not. This suggests that certain 
materials are optional for the Configuration of AI solutions. The framework and its vertical and horizontal dimensions 
as well as all relevant items, documents, Excels, and prototypes mapped to the layers are illustrated in Figure 9. 

 

Figure 9: Items to support the “introduction of AI into companies”. 
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To formalize and depict the knowledge of a company, multiple steps were needed. For both CRF and FLEX, the 
first step resulting in the “Identification” was to depict the problem settings composed of a modelling workshop 
including handwritten notes, the second step was to capture the semantics with Scene2Model and depict it digitally. 
Then, the process landscape was proposed for a broader view of the company processes and to embed the final 
relevant business processes describing the ultimate scenarios for which AI should be developed. (e.g., worker 
allocation to different production lines, production optimization, support machine maintenance). The materials used 
in this pattern for CRF and FLEX are described in detail in Deliverable 2.1. 

The “Specification” differs slightly for FLEX and CRF. In addition to the data samples, and the derived decision 
processes detailing the business process models from both companies, Excels were used for CRF’s Worker 
Allocation depicting the rules and data points as modelled in the decision-making process for worker allocation. 
This Excel describes the decision process model depicted logic when taking a rule-based approach and illustrates 
understandably how data, human sensor data, worker preferences and “AI” mechanisms can result in a certain 
allocation. The decision process models and data samples for CRF and FLEX mapped to this layer are detailed in 
Deliverable 5.1. Additionally, for FLEX the IT infrastructure for Machine Maintenance was depicted, as different 
data sources are accessed. 

Based on the problem understanding, the decision process and the Excel of the previous layers, several AI solutions 
(e.g. Support Understanding of Decisions through Conceptual Modelling (DMN), Resource Allocation using Linear 
Sum Assignment Solver, Production Planning Service with a Hybrid Approach (CP and RL) etc.) were developed 
for CRF “Configuration” pattern. The identified gateways of the decision process model of the previous layer 
were used as data points and considered for the configuration of the AI models. Also, for the configuration and 
orchestration in the overall DAI-DSS prototype between the AI and other components such as the knowledgebase, 
the rule-based Netflix conductor orchestrator and the MAS-orchestrator, the decision process model and its Excel 
implementation served as basis. A detailed technical description and the configuration of AI models, orchestrators 
and knowledgebase can be found in the documentation of the final DAI-DSS Prototype in Deliverable 4.3.  

The ”Configuration” pattern of FLEX was approached differently. For CRF, all three layers from top to bottom 
were strictly followed, for FLEX not all items in the “Identification” and “Specification” patterns were necessary for 
the configuration of AI techniques. For example, the problem and use case descriptions of Deliverable 2.1 in the 
“Identification” pattern as well as data examples, their format and the expected outputs solutions of the AI service 
of the “Specification” pattern were used for context understanding and for selecting an appropriate AI approach. 
However, the decision process models and the business process models had no direct impact on the configuration 
of the AI solutions (e.g. Support Machine Maintenance using RAG and LLM, Document Transformation using LLM, 
Support Compliance for Clean Room using RAG and LLM, Calibration Certification Service etc.) and their 
orchestration logic within the DAI-DSS. This example shows that not all items of previous layers are equally crucial 
to introducing AI into companies but some can be seen as add-ons. 
 
Lastly, the category “OTHERS” aims to extend the framework with AI solutions from the market, which should find 
consideration due to the emergence of a plethora of AI tools for other use cases besides manufacturing. Solutions 
with the potential to enhance organisational processes range from AI-supported spend management platforms and 
AI-based business process generation to no-code UI/UX design platforms. For such existing AI solutions, the 
question is which models are necessary in the identification and specification layer to determine AI introduction with 
regard to usage and governance in companies. For example, when reflecting on the AI-based spend management 
platform73 offering AI-supported invoicing, travel expenses and company card management potential questions for 
the identification and specification layers must capture information on: 
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1) current processes including problem statements or business processes describing the current situation and 
requirements in a company. E.g. which tasks are currently done manually for invoice management and which part 
of the process can be done by AI, how often is the process repeated, what are skills and roles required by 
employees, who is responsible for tasks and where are approvals needed.  

2) used IT systems and architecture. E.g. where and which business administration systems are used in the 
business process e.g. SAP, Oracle or Microsoft Dynamics 365 and how they need to interact with the AI solution. 
What are data flows, relevant data and metadata, how must it be deployed for which costs. 

3) compliance aspects and risks. E.g. which standards or legal acts are applicable (e.g., AI-Act, GDPR, DORA...). 
How to ensure compliance e.g. through employee training, definition of governance processes, and how to ensure 
robustness and seamless integration of AI applications or data sharing principles of different systems. Also, what 
are the application investments and their benefits over time. 

In the second part of this research, models and modelling techniques to get AI into companies are mapped to the 
items consisting of materials and prototypes from Figure 9 above. An overview of the different models and their 
usage for the items is illustrated in Figure 10. 

 

Figure 10: Models to Introduce AI into companies. 

In the “Identification” layer for FLEX and CRF natural language to describe the problem settings during the 
modelling workshops was used referring to item “Deliverable 2.1” of Figure 9. Also, Scene2Model74 is a less 
structured and formal modelling technique and is described as using the modelling method of Storyboarding based 
on scenes. This technique uses physical modelling and haptic paper figures to represent ideas and concepts. The 
“process landscape” and “business process” models are outlined using the BPMN format. 
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In the “Specification” layer natural language is used for data samples (e.g., machine repair instructions) but also 
for describing the decision models in textual form as done in Deliverable 5.1. In addition, the modelled decision-
making processes were specified using the BPMN standard. The rule-based Excel that incorporates the data 
perspective might be described with entity-relationship (ER) models detailing how data is processed and capturing 
the flow of data. DMN was applied for describing the decision point e.g. of FL or the service Support Understanding 
of Decisions through Conceptual Modelling (DMN) in Deliverable 3.2. Also, an ArchiMate model is used to describe 
the IT infrastructure of FLEX and to depict the context which data source describes which aspects for maintenance. 

In the “Configuration” layer models correspond directly to the AI models developed in FAIRWork such as the AI 
solution using CP and RL models for production planning to assist decision-makers in assigning orders and workers 
to production lines or the AI solution using RAG and LLMs to support machine maintenance. Besides that, the AI 
service itself can be described as a model, the instantiation of the DAI-DSS for one of the many different use cases 
can be interpreted as one form of configuration of the overall system using different domain and technical models.  

For example, an overview of three instances or prototypes of the DAI-DSS configured for different scenarios is 
given in Figure 11. For each prototype, the AI services use case configurations, orchestration and data and user 
interfaces differ. To describe the prototypes, domain models and technical models are used. Domain models which 
are derived in the previous layers (e.g. decision-making process to assist fair worker allocation or the data-source 
model to improve the information access for maintenance) can be used to configure while the technical models 
represent the AI and use-case specific workflow triggered by receiving input and finish by showing the output in the 
user interface (UI). The sequences of the technical models describe how the orchestrator behaves to generate the 
output. Based on the technical models presented in Figure 11, the suggestion is that AI solutions retrieve data, 
access configuration information etc. differently. The domain models are described in BPMN or ArchiMate and can 
be used explicitly or implicitly to configure the AI service and prototype. For some domain models like Machine 
Maintenance, the model serves as input to provide context information, for other use cases the model can serve 
as an output to store results in a structured way. 

 

Figure 11: Examples of model-based configuration and orchestration. 



 

 

 

 

Copyright © 2025 RWTH and other members of the FAIRWork Consortium | www.fairwork-project.eu   Page 47 of 93 

The technical models can also be determined for the services from 3rd parties like the AI-based spend management 
platform, the AI-based business process generation service or the UI/UX prototyping platform is also seen as a 
computational model consisting of multiple components such as workflows or AI services. 

3.7.2.4 Results  

The proposed methodology shows an initial approach to support the introduction of AI with the help of models into 
companies within the FAIRWork project and its reflection of OTHER use cases. Different items are used to identify, 
specify and configure AI solutions. These items can also be described through models of various types ranging 
from mathematical, and computational to conceptual. The proposed framework shows one method on how different 
stages of getting AI into the companies can be supported through modelling techniques. For Identification, 
techniques such as natural language description, Storyboarding, or BPMN are used. For Specification BPMN, ER, 
DMN and natural language are applied. Domain models can be used to support configuration, provide information 
or store output. For configuration, the configured computational model of the AI application is mapped. Furthermore, 
the configuration and orchestration of overall prototypes combining multiple components like RAG and LLM, data 
and user interfaces, aim to be described with technical models. The technical models describe different sequences 
of combining and orchestrating the individual parts of an AI application to receive a use-case solution.  

3.7.2.5 Integration into the DAI-DSS Architecture 

The results of the present research contribute to the DAI-DSS configurator and DAI-DSS orchestrator components 
present in FAIRWork’s High-Level Architecture. The domain models use the knowledge depicted with models for 
the configuration of the specific DAI-DSS instances with the general aim of supporting suitable AI solution selection 
and its configuration. The technical models analyse the different sequences of the orchestrator and aim to support 
the identification of orchestration alternatives depending on the use case and the applied AI solution. 

3.7.3 Using Conceptual Models to Support Explanations within Decision Support 
Systems 

In FAIRWork’s Deliverable 3.2, one focus regarding conceptual modelling was on how conceptual modelling can 
be used within FAIRWork to capture important knowledge about decision scenarios and to later configure the DAI-
DSS. The approach is based on the Design Methodology introduced in our Deliverable 2.1 and in (Woitsch et al., 
2024)75, and the three-layered method that was introduced in our Deliverable 3.2 and further discussed in the 
beginning of this section. In this approach conceptual models are used on different abstraction layers to support 
the configuration of the DAI-DSS to enable the system to propose solutions to decision problems. The abstraction 
layers are defined on the method’s layers (Identification, Specification and Configuration), as each layer has a 
different purpose and therefore needs different abstraction and different modelling languages.  

In the Design Methodology the models start on a high-abstraction level and are created in physical workshops, 
using Scene2Model (Muck & Palkovits-Rauter, 2022)76.  Later it uses modelling languages like BPMN or DMN to 
capture more detailed information about the decisions. The added information can be become as detailed to 
automatically instantiate decision services, as described in the prototype of Woitsch et al. (2024)77. In this context, 
it was mostly looked at on how to use conceptual models in the direction from the scenario understanding towards 
the decision services.  

This section will now discuss how conceptual models and functionality offered through corresponding modelling 
tools can support the understanding of decisions scenarios, e.g., by reusing data from decisions suggested by the 
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DAI-DSS and mapping this to conceptual models. The focus will be set on models on a high abstraction level, 
created with the Scene2Model tool, showing the decision scenarios on a high abstraction level. This idea was also 
published in (Muck et al., 2024)78.  

3.7.3.1 Motivation  

Conceptual, diagrammatic models use a meaningful and abstract visual representation to make information easy 
understandable by humans (Larkin, 198779; Mayr & Thalheim, 2020)80. They are used in a wide array of domains 
to capture knowledge. Further, by using metamodeling and implementing them in tools (Bork et al., 2018)81, their 
value can be further enhanced, as this enables machines to understand and process them, enabling to further 
support users.  

Conceptual modelling is often used in computer science to support the design and implementation of software 
systems (Mayr & Thalheim, 2020)82 or to describe enterprises, supporting users to better understand and adapt 
them (Vernadat, 2020)83. Independent for what the models are used, they must be created before they can be used. 
This creation must not be done manually but they modelling tools can be used to create or adapt the models 
automatically, easing the work for users. For example, models can be automatically fed with information form 
information systems, to ease the understanding of the current state or problems within a running information system 
(Szvetits & Zdun, 2016)84.  

Models with a semantically rich visual representation can further ease the understanding of the human users 
(Moody, 2009)85. Therefore, in the beginning of FAIRWork’s Design Methodology we use physical workshops and 
digital models to capture the important aspects of the decision scenario and represent in comprehensible way. This 
was done with the Scene2Model tool, supporting the physical workshops and the digitalization of the workshop 
results (Miron et. al., 2019)86. Discussing and visualising scenarios on a high-abstraction level allows people with 
different backgrounds to communicate and understand effectively.  

The models created for the configuration of the DAI-DSS contain semantics, which will be used to explain the 
decisions to involved stakeholder. Here the models cannot only show the general scenarios which are captured for 
the configuration, but they can be enhanced with information and DAI-DSS’s results to show different variation. 
This section will focus on how the high-level models created with Scene2Model can be processed to show more 
information about the decision scenario.  

The expressability of models can only be enhanced by adding the information to the model, but to also visualise 
within the models. Further, tailoring the concepts and the visualisation to the users supports the understanding and 
interpretability of the concepts. Therefore, it is important to adapt the modelling methods to the needs and context 
of the current users. But not only the adaptation of the concepts can improve the interpretability, but also additional 
functionality can support this and increase the model value. For example, to influence the visualisation by providing 
additional textual description or animating the objects.  

3.7.3.2 Innovation beyond the State-of-the-art 

Models are used in the design time of systems to capture the information needed to understand and build them. 
These models usually belong to pre-defined modelling methods, providing the semantic to the models, facilitating 
a better understanding of the models from people who know the method. On the other hand, people not familiar 
with the modelling method, may not understand the complete meaning of the models that easily. 
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Model@Runtime is a research domain, investigating how updating models with information about the current state 
of the system they represent can help the users to better understand the system and its current state. Often system 
near modelling methods are used to represent that data, which further limits the pool of people who can easily 
comprehend the models and their meaning.  

In this part of the project, we investigate how models on high abstraction levels, which are currently getting 
increasingly attention for designing complex systems, can be enriched with information from the decision they are 
representing. The basic concept of mapping created data to models from the Models@Runtime approach can be 
used, but in our research, we do not need to show current runtime data, but to add the data when the user wants 
to understand it. What is novel in this approach is, that the mapping should not be done to a specific set of models 
which are defined in advance, but to enable the mapping of the created information to different modelling methods 
without the need to implement a new endpoint for each of the modelling methods.  

3.7.3.3 Description of Functionality 

The idea and functionality described in this section were implemented in a research prototype, which will be 
introduced in Section 3.7.3.5 (Experiments). The idea is to use information created during the use of the DAI-DSS 
to enrich models and show concrete decision scenarios. The conceptual overview of this idea is visualised in Figure 
12. 

The results created by the DAI-DSS are saved within its knowledge base. To visualise the created information in 
models, the information must be transformed in a structure that can be processed by the modelling tool. Therefore, 
an endpoint is needed which is aware of the metamodel of the models, the metamodel of the decision results and 
transform the information for the decision results to fit to the metamodel.  

 

Figure 12: Conceptual overview for mapping decision results to conceptual models. 

 

The mapping rules must be created, containing which concept of the decision result fits to which modelling object. 
For example, the resilience of a worker provided in the decision result, must be mapped to the resilience attribute 
of the modelling object representing the worker. Therefore, rules must be defined which define how the mapping 
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should be done. Further, rules are needed to define what information from the decision results should be shown 
how in the model. For example, this could be to create new objects, add attributes to modelling objects, create 
relations between objects.  

These two sets of information are saved in the Mapping Rules and are influenced and need information about the 
metamodels of the modelling tool and the data structure. To make this mapping workable a dedicated service must 
be instantiated, which knows where the data can be decision results can be gathered and to which the mapping 
rules can be uploaded. Then an endpoint must be offered, which can be called from the modelling tool and once 
the endpoint is called, the service then collects the needed decision results, applies the mapping rules and returns 
data that can be consumed by the modelling toll.  

The service is able to offer different endpoints for different decisions and ways to represent them in the models. To 
enable this, the design decision was made that an Olive connector is implemented, which can be configured with 
the mapping rules. The call must contain the URL from where the decision result information can be collected. In 
this way, the mapping rules must not be shared with the end user of the modelling tools but can be reused by 
reusing the endpoint.  

With the modelling tool a version of the model must be created that can be changed, to not change the basic model 
describing the identified scenario on a generic level. Afterwards the functionality must be triggered within the 
modelling tool, which calls the REST endpoint. Afterward, the provided information applied to the current model, 
which can be done as the mapping to the metamodel was integrated into the mapping rules. The resulting model 
can then be used like any other model and further enhanced, processed and so on.  

When defining the mapping rules, it is important that an order of rules can be defined, because this can influence 
the results. For example, if objects should be created from the decision results and then enriched with attributes. 
The rule to create them must be fired before information can be added.  

The modelling tool itself must also be able to store all the information needed, which may call for the need to adapt 
the metamodel, as not all attributes and concepts from the made decision may be available in the modelling method. 
Here the need is to enhance the metamodel to show this information and support the models’ comprehensibility. 
The modelling tool can also offer additional functionality to support the understanding, which are tailored to the 
concrete modelling method.  

3.7.3.4 Interfaces 

The standalone modelling tool has a graphical user interface (GUI), allowing to create and manipulates models and 
to trigger the functionality to gather information that should be integrated. Olive has a GUI to configure the specific 
endpoints and upload the mapping rules. After the configuration Olive offers a REST interface which can be called 
by the modelling tool to gather the information.  

3.7.3.5 Experiments 

The focus of the prototype is based on the Scene2Model tool, which is implemented on the ADOxx metamodeling 
platform and used in the beginning of the project to gather the first insights of the decision scenarios and is used 
within the proposed Design Methodology for the DAI-DSS.  

This tool enables the creation of conceptual model on a high abstraction level and tailoring the available concepts 
to the current domain and needs. Semantically rich pictures are used to represent the decision scenarios, with 
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visualisations that are understandable by the users. This enables an intuitive understanding of the general aspects 
of a decision. The adaptations can also be applied during the runtime of the modelling tool, meaning that the 
metamodel must not be fixed during the design time, but can also be adapted later to tailor it to support the 
explanation.  

For the integration of the decision results into the modelling tool, a prototype extension was created for the 
Scene2Model tool, and the Olive controller was enhanced with an additional connector, allowing the instantiation 
of endpoints for the mapping.  

To use the Scene2Model extension a metamodel must be used that is fitting to the domain, which can be adapted 
with the Scene2Model functionality. Then the extension must be included and configured to connect it to the Olive 
endpoint. Afterwards, the functionality can be triggered, and the mapping results can be shown in the Scene2Model 
tool.  

The Olive endpoint consumes a JSON file for the configuration, containing the defined rules and can then apply it 
to the data gathered for a .csv saved as output for an made decision. The rules can map the header of .csv to 
concepts or attributes within the model. Then each line of the .csv is processed mapped and based on the rule 
influences the model, e.g. by creating objects, adding attributes or create relations.  

The JSON starts with the mapping of the objects to the headers of the .csv, including the attribute that the value in 
the .csv should be mapped to in the modelling object. For defining what to change in the modelling tool, the JSON 
file contains than rules that should be applied. These rules are saved in an array to provide an order in which they 
are called. If something cannot be mapped, because information is missing on in the data or the mapping rules, 
then it is skipped.  

The endpoint provides another JSON containing all the information which should be applied to the model, also in 
an array so that the order is kept. The modelling tool then applies these definitions and adapts the models 
accordingly.  

After the information is added to the Scene2Model models, the modelling tool can be used to further enhance the 
models to support the explanations. For example, the animation add-on of Scene2Model can be used to animate 
the models and emphasis a time axis represented within the model. 

3.7.3.6 Results 

The result is the framework that was designed to integrate the data into modelling tools and the corresponding 
research prototype, that can be used with the Scene2Model tool and instantiated in Olive.  

Mapping the results to the model enriches the models and allows to reuse them to show case concrete scenarios. 
Integrating this information automatically eases the manual work and allows the user to focus on understanding or 
representing a scenario and not to fill it in all by hand before it can be started.  

For the high-level models no way was found to easily position created modelling objects in a meaningful way, as 
therefore understanding of the objects and their relation must be known. But this shortcoming can be overcome by 
reusing the models from the design time. These already have the position for each object. Then only the additional 
information must be added and visualised. Therefore, it is important that a copy of the base model is kept, so that 
different cases can be applied to it.  
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The creation of objects, adding of attributes and the creation of relations is possible and the Olive connector was 
implemented to be extendible, if new kinds of rules are needed in the future. The olive endpoint and the 
Scene2Model extension is kept generic, so that the mapping is done through mapping rules. In this way the results 
could also be applied to other ADOxx based modelling tools, with some adaptations.  

The research prototype and additional information can be found on the FAIRWork Innovation Shop: 

https://innovationshop.fairwork-project.eu/items/14/ 

3.7.3.7 Integration into the DAI-DSS Architecture 

The prototype uses data from the DAI-DSS as input for the adapting the models. The base data structure of the 
decision results is the .csv structure which was created for the DAI-DSS. The standalone modelling tool provides 
the GUI for user to interact with the models and provide the visual representation with for the decision scenario. 

3.7.4 Outlook 

The presented model-based approach collects all items and models that are relevant to introducing overall AI 
solutions for CRF and FLEX. The aim is to add and elaborate further use cases and AI approaches as well as 
underlying models enabling a flexible and combinable approach to support organisations in answering “how to 
introduce AI” ranging from identification to configuration. This effort should result in a model repository (e.g.Figure 
13) to enable the mapping of models and items based on use case and company information so that complete 
patterns can be transferred to similar use cases. Each model or combination of models can be grouped into focus 
areas e.g. clustered by type Model Editor, enterprise architecture management or AI solutions. These are again 
associated with certain “functions” or “services” that can be provided to companies like solving optimization issues 
with CP. 

The mapping of the focus areas and functions to support companies in their organisational processes and 
management, is not part of the current research in FAIRWork and provides an outlook for a possible future research 
path. This methodology and the collection of items, domain and technical models should be seen as a starting point 
and will be further developed. Also, the reflection of models to introduce 3rd party AI solutions including the 
consideration of governance and usage issues can be seen as ongoing work. 

 

Figure 13: Outlook example for a model repository. 

Having a repository of models from different modelling languages also enables the investigation if specific modelling 
languages can utilize specific mapping from the data created through an information system. Utilizing such 
language specific aspects could improve the understanding of users familiar with this language. Additionally, 
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integrating real data from the information system of an organization can not only support the understanding of the 
scenarios afterwards. But this investigation can is not part of FAIRWork, but an outlook for the future. 

 

3.8 Reliable and Trustworthy AI 

3.8.1 Overview 

AI systems, especially those that aim to follow democratic approaches, have to be reliable and trustworthy. To 
maintain human autonomy, meet their requirements, and be of ideal use, the systems, therefore, need to be tailored 
to human needs rather than forcing humans to adapt to the technology (Shneiderman, 202087, 202288). To achieve 
this, it is important to pay attention to and respect the end user's perspective and opinion on the systems to be 
developed. This is why this kind of human-centered approach to technologies like AI is one of the three key 
aspects of the Industry 5.0 concept (Nahavandi, 2019)89.  

To foster trust in AI, users typically consider two key questions: Is the system functioning effectively? And is it 
operating correctly? Addressing these concerns requires transparency regarding both performance and the 
underlying mechanisms of AI. This aligns with the Key Requirements for trustworthy AI identified by the 
European Commission’s high-level expert group on artificial intelligence (AI HLEG 2019a90, 2019b91), which include 
human agency, technical robustness, privacy, fairness, and transparency. While most of these aspects must be 
ensured from a technological side, conveying their successful implementation to users hinges on transparency 
(Arrieta et al., 202092; Felzmann et al., 201993; Mohseni et al., 202194; van Nuenen et al., 202095). 

To explore ways of building trust in AI, we specifically examined how transparency influences users' trust in an AI 
system. In Deliverable 3.1, we provided a comprehensive overview of the current research on trust in AI systems. 
In Deliverable 3.2, we expanded on our approach to enhance trust through the transparency of AI systems. Trust 
is a crucial prerequisite for technology acceptance, adoption, and usage in general (Venkatesh et al., 2016)96 and 
particularly for AI (Siau & Wang, 2018)97. In this final Deliverable 3.3, we describe all studies and measures taken 
throughout FAIRWork. Their aim was a) to analyze transparency from users’ perspectives and b) to enable 
developers of AI to apply the required transparency in their services.  

While developers and AI experts have made strides in interpretability and explainability from a technological 
perspective (Arrieta et al., 202098; Rai, 202099; Murdoch et al., 2019100), many solutions categorized under 
explainability are not easily comprehensible to lay users. Researchers like Paéz, 2019101 and Miller, 2018102 have 
emphasized the need to focus on end users. Paéz advocated for research into understandability, arguing that 
understanding how to make AI truly comprehensible is more critical than providing intricate details about its 
processes if we want to enhance trust. These calls have spurred an increasing amount of research focused on 
transparency for end users. 

Based on these accounts, our research trajectory can be described under the following research questions: 

1) How can AI decision support systems be designed to foster trust? 

2) What does AI transparency comprise for lay users beyond the technical approaches of Explainability? 

3) How do different AI system factors influence the effect of transparency on trust, acceptance, and usage? 



 

 

 

 

Copyright © 2025 RWTH and other members of the FAIRWork Consortium | www.fairwork-project.eu   Page 54 of 93 

4) How do different types of transparency influence trust, acceptance, and usage of AI services?  

5) How can the requirements of lay users towards AI transparency be applied to systems at production lines 
and Multi-Agent Systems, i.e., at the FAIRWork project? 

6) How can developers of AI services be enabled to set up transparent AI services for their respective end 
users? 

7) How can AI transparency be provided in an understandable way for the stakeholders in FAIRWork? 

To address these questions, we conducted different studies on AI transparency, with a focus on the perception of 
lay users. We conducted a qualitative focus group study, as detailed in Section 3.8.2, to find out more about the 
users' requirements regarding AI systems' transparency. This approach was combined with a qualitative study, 
described in Section 3.8.3, focusing on comparing the different types of transparency that can be introduced to an 
AI system and have different impacts on users' trust in the system. However, as these sections were already 
detailed in Deliverable 3.2, they are only summarized in this deliverable. Thus, additional detail for these 
subsections can be derived from Deliverable 3.2.  

Additionally, different perspectives need to be taken into account, to answer the questions above fully: 

On the one hand, we are working together with the technical partners in the FAIRWork project to ensure that our 
findings regarding transparency can be implemented in the different AI-services. To achieve this, we created a 
transparency matrix that depicts how the characteristics of subjective system factors affect the need for various 
transparency measures aimed at fostering trust. This matrix was created as a result of the studies and interviews 
with lay users mentioned above. It was built to enhance the technical developments of FAIRWork and ensure they 
are implemented with a user-centered approach. What is more, it can be used beyond the project by developers of 
AI services to be able to develop their AI systems in a transparent way or to check existing AI services for 
transparency. More details on this can be found in Section 3.8.4. Additionally, we created a table tailored to the 
different FAIRWork services and their use cases. This table compares how different aspects of transparency 
measures are important and could be implemented in the different services, as they are different not only in the use 
case where they will be applied but also in the type of AI used and how it is implemented. Thus, as a first step, we 
organized a workshop with all of the service partners to identify optimal methods for incorporating transparency into 
the AI services. Afterward, as a second step, we expanded on these findings and deepened our understanding 
through workshops with every service developer separately to discuss and consult on transparency 
implementations tailored to each service. Thus, these workshops and the developed table will assist computer 
scientists in developing AI services that adhere to transparency standards. The results of this can be found in 
Section 3.8.6. 

On the other hand, we are collaborating closely with the FAIRWork use-case partners. During our visit to FLEX in 
Althofen, Austria, we gained valuable insights into trust and transparency factors, as well as the acceptance and 
usage of an AI-based decision support system. We interviewed operators and managers from FLEX Althofen to 
gather this information. Additionally, during a workshop held at FLEX Timisoara, we collected participants' fears 
and hopes regarding a democratic AI decision support system. To support the implementation of FAIRWork 
services, participants from the FLEX Althofen plant completed several questionnaires regarding their current 
working conditions, including workload perceptions, views on existing decision-making processes, and attitudes 
toward automated systems. These results can be found in Section 3.8.5. 
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Through our work in the project, we produced important research findings that can be applied beyond the 
FAIRWork project to improve the design and implementation of AI systems in workplace settings. Additionally, by 
cooperating with other work packages and service partners, we have ensured that our findings on the transparency 
of AI systems also improve trust in AI in the project itself. More information about the results of this section can also 
be obtained through the innovation item “AI Transparency for Trust”, see Section 2, “Innovation Shop”. 

3.8.2 Qualitative Focus Groups about AI Transparency 

A detailed description of this method can be found in Deliverable 3.2. First DAI-DSS Research Collection. This 
section discusses the importance of transparency to establish trust among users in DAI-DSS, particularly lay users 
who are not IT experts. The main points will be summarised in the following: 

While explainability has long been claimed to be a key factor in enhancing trust (Arrieta et al., 2020)103, research 
shows that the main factors fostering trust in AI systems are good performance and reliable communication about 
that performance (Kaplan et al., 2023)104. However, different stakeholders have varying expectations regarding 
transparency, necessitating an understanding of lay users' perspectives to foster trust. Previous research indicates 
that transparency can bolster trust (Mohseni et al., 2021)105, especially when mistakes occur (Werz et al., 2020)106. 
However, results regarding its effectiveness have been inconclusive due to a lack of a common definition of 
transparency and what people require from it.  

To address this, this study investigated laypeople’s needs for transparency in DAI-DSS depending on given system 
factors of AI. A qualitative analysis was conducted in which 26 participants in three focus groups discussed three 
fictitious AI applications. The discussions aimed to uncover what explanations users expect from these apps, which 
transparency information they require, and how this information depends on different system factors. The analysis 
revealed that lay users' understanding of transparency extends beyond technical explanations. It identified three 
main pillars: the domain's relevance and prior experiences with systems, the necessity for background information 
beyond local and global explainability, and the significance of potential errors in outcomes. On an individual level, 
participants’ experiences significantly influenced their attitudes toward transparency. For example, scepticism 
towards a finance app arose from negative experiences with financial institutions, while familiarity with music 
services led to greater openness towards respective AI (see Figure 14 for the core results of the study).  
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Transparency concerns were often specific rather than holistic, focusing on security measures or data privacy 
based on perceived risks associated with each application. Moreover, users did not distinguish between global and 
local transparency; rather, their demands encompassed broader aspects of system functionality. The significance 
of potential errors heightened the demand for comprehensive background information across all applications. 

The findings emphasize the need for user involvement in designing transparent AI systems in order to match 
system-dependent influences as well as individual and user group-specific factors. Overall, transparency demands 
are dynamic and influenced by application types, user backgrounds, and system features. An overview of the results 
has been published in Werz et al. (2024)107. 

The results from this section can also be called up as an innovation item, see Section 2, “Innovation Shop”. 

3.8.3 Quantitative Experiment Comparing AI Transparency Methods 

Deliverable 3.2. First DAI-DSS Research Collection provides a detailed description of this method. This section 
explores the complex relationship between AI transparency and user trust. For this, a quantitative study compared 
different transparency methods. The main points of the study will be summarised below. 

Transparency can have paradoxical effects, sometimes even reducing trust based on context, implementation, and 
target audience (Dasher & Obermaier, 2022108; Springer & Whittaker, 2018109). While there is no universal definition 
of transparency (Ali et al., 2023)110, two main types of transparency can be distinguished: local explanations 
(specific results; Carvalho et al., 2019)111 and global explanations (overall system functionality; Molnar, 2019)112. 
Local explanations focus on explaining why a single result occurred, while global ones explain the system as a 
whole. The effects of different transparency types on user attitudes remain inconclusive. Additionally, various 
technological implementations of transparency have yet to be systematically compared regarding their impact on 
trust and usage. 

To investigate this, a quantitative experiment was conducted with 151 participants to assess how different 
transparency types affect trust and usage. Four transparency conditions were tested: global functionality, global 
accuracy, local accuracy, and local functionality and compared with a non-transparent condition. Participants could 

application 
domain & prior 

experiences with 
domain

system factor 
error-significance

background 
information 

beyond local and 
global 

Explainability

Figure 14: Core results from the quantitative focus group analysis: What does transparency mean for lay users and which 
factors influence the transparency requirements towards AI transparency. 
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use the advice of AI for weight estimations from pictures and provide feedback on their trust in the algorithms. The 
users evaluated all transparency types. Results indicated that transparency significantly influences both trust and 
algorithm usage. Trust significantly varied among the four examined types of transparency, to a lesser extent, the 
usage of the algorithms varied as well. Transparency measures were used and trusted more than the non-
transparent algorithm. Global transparency measures proved most effective in building trust. 

Overall, the findings suggest that while all forms of transparency enhance trust levels differently, users particularly 
value general background information about algorithms’ developers and testing processes for establishing initial 
trust. Local explanations also play an important role during algorithm use but may not be as effective in fostering 
initial trust as global measures. 

3.8.4 Matrix and Guidelines on the Application of Transparency from a Lay User 
Perspective 

3.8.4.1 Motivation and Reference to FAIRWork Use case 

For a long time, mainly developers and computer scientists have been researching AI transparency, and 
technological aspects have been the focus. However, different stakeholders need to be addressed differently: IT 
experts are expecting other information from a system that lay users (Mohseni et al., 2021113; van Nuenen et al., 
2020114). In FAIRWork, the users of the developed systems will mainly be people who are not computer experts 
but domain experts or workers. For democratic decision-making, informed usage of the systems at hand is a core 
concern, which is why the understanding of transparency of the user group domain experts and workers has to be 
established. Transparency that is implemented successfully should increase their trust, acceptance, and usage of 
a DAI-DSS and provide autonomy to the involved people. This is a central requirement for legitimating their 
representation through the systems.  

3.8.4.2 Innovation beyond the State-of-the-art  

Based on the many inconclusive findings as well as the dependence of transparency requirements on system 
factors, many developers of AI need support in setting up transparency measures for their systems. What is more, 
the requirements end users pose towards system transparency differ significantly from those of AI experts and 
developers of systems, as the previous studies have shown (Sections 3.8.2 and 3.8.3). What is more, the previous 
studies shed light on the aforementioned dependencies: Which aspects of transparency are central for the user 
group of non-AI-experts? How do transparency requirements depend on system factors? 

A transparency matrix was developed to combine the studies' results and provide AI experts with their respective 
expertise.  

3.8.4.3 Method of Development and Description of Matrix 

To be able to derive the relevant transparency aspects from given system factors the results of the previous studies 
were discussed with psychology and AI experts. Based on these workshops, a matrix was set up that lists the given 
system factors in the first row. These system factors comprise, e.g., the error relevance: How severe is a mistake 
of the system? Another factor of an AI system could be the sensitivity of the input or processed data. Also, previous 
experience with the system is one important factor that influences how users perceive a system and its 
transparency.  
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Based on the system factors, a user of the matrix can derive 13 implications for AI transparency. These implications 
show which user needs emerge based on given system factors regarding AI transparency. The transparency 
implications comprise, for instance, control over decisions, global and/or local explanations, accuracy evaluations, 
or insights into data processing practices.  

The recommended approach for applying the transparency matrix consists of four steps: 

1. Decomposing the AI into its process steps for detailed analysis: Especially for complex AI systems, it is 
beneficial to decompose them into individual process steps before conducting an analysis. For example, 
one might identify steps such as (a) data input and (b) suggestions. 

2. Identification of which subjective system factors apply to the specific system: It is important to note that 
the system factors are subjective and can be perceived differently by users. For instance, certain 
individuals may perceive specific data input as being sensitive, while others have no such concerns. 

3. Deriving transparency requirements based on these characteristics. 

4. Evaluating outcomes to verify the correct identification of these properties and ensure that transparency 
measures enhance understanding and support usage. 

The matrix is currently being finalized and will be published in the year 2025. 

The results from this section can also be called up as an innovation item, see Section 5, “Innovation Shop”. 

3.8.4.4 Integration into the DAI-DSS Architecture 

As an exemplary application and an evaluation of the matrix, we conducted several workshops with the service 
partners of FAIRWork. The goal was to give them a hand in developing transparency for their respective services 
as well as deriving options for improving the matrix. The results that emerged for the individual services will be 
described in Section 3.8.6 in more detail.  

3.8.5 Evaluation of Requirements and the Status Prior to the Introduction of a DAI 
DSS to the Use Case Partners 

A detailed description of this method can be found in Deliverable 3.2. First DAI-DSS Research Collection. This 
method gathers user input and the status quo before introducing a DAI-DSS, at the use case sites. To achieve the 
workers' trust and acceptance and as requirements and prerequisites for the development of the DAI-DSS, a status 
quo study and a workshop with employees regarding their hopes and fears for the DAI-DSS were conducted. 

The status quo study was conducted at FLEX in Austria. It consisted of three parts: The employee workload can 
give important insights regarding specific tasks or employee groups that benefit the most from a DAI-DSS. The 
workers described their overall workload as moderate. One notable result was that supervisors reported a relatively 
high mental demand during their week, indicating that a DSS might be especially useful for supervisors. The second 
part of the questionnaire concerned the employees’ attitude towards management decisions. This was done to 
gauge the employees’ current level of trust in supervisors and their attitude toward their decisions before introducing 
a DAI-DSS. The employees reported highly positive views toward decisions made by their supervisors. Since 
employees seem content with their supervisors' decision-making, this contentedness must not be allowed to 
deteriorate through the introduction of the DAI-DSS. The questionnaire closed with a few questions concerning the 
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attitude regarding automated systems to have a baseline for the employees' attitude in that regard. The employees 
displayed a moderate level of trust and attitude toward automated systems. However, they also displayed a need 
to be careful with unknown automated systems. This makes a careful introduction of the DAI-DSS all the more 
important. 

Additionally, we gathered further input from employees at the FLEX company site in Romania during a science fair 
workshop conducted during the FAIRWork Partner Meeting in November 2023. Here, we gathered employees' 
fears and hopes for a decision-support system. The main fears were that the system might propose wrong or 
suboptimal solutions and that, due to a lack of transparency, there might not be a way to be sure that the proposed 
decision is the best or that the underlying data is correct. Related to a possible lack of transparency was the fear 
that people might not understand why a decision was made and might, therefore, feel like they were treated unfairly. 
Other fears contained a lack of choice or a growing dependence on the system. On the other hand, the employees 
hope for faster and easier answers and decisions for their problems in difficult situations. Lastly, they see a potential 
to get better and easier insights into company priorities and hope that the system will not only the performance 
parameters of the workers but also their preferences for different tasks or workplaces. The system might even be 
more neutral than a human and treat the employees more fairly and unbiasedly.  

3.8.6 Practical Application of Transparency in Different DAI-DSS Services  

3.8.6.1 Motivation and Reference to FAIRWork Use case 

The knowledge gained in the other methods described under Section 3.8 is crucial for the different Services of the 
DAI-DSS and its application to the FAIRWork Use cases. Therefore, this method aims to provide a practical 
application to gain from previous results. 

3.8.6.2 Innovation beyond the State-of-the-art  

The studies conducted and presented under Sections 3.8.2 and 3.8.3, whose results lead to the matrix presented 
under 3.8.4, show that transparency is an important prerequisite for trust in an AI system and can be applied in 
different ways. The DAI-DSS presents a novel approach, combining many different systems and services. All of 
these need to be reviewed individually to determine the best ways to enable transparency and apply the presented 
findings. 

3.8.6.3 Description of Functionality 

The goal is to apply the knowledge gained during the studies to the different services developed in the FAIRWork 
project. First, the different DAI-DSS services were to be better understood and analysed. This happened through 
overarching workshops, as well as focused one-to-one meetings. Second, options were developed to provide more 
transparency to the different services and enhance their trustworthiness. As these solutions must be tailored to 
each service, close cooperation and consultation with partners were essential for this part. 

3.8.6.4 Experiments 

As a first step, a workshop was conducted with different FAIRWork partners to identify ways of providing 
transparency to the FAIRWork Services of the DAI-DSS. This workshop raised awareness among the partners 
about the importance of transparency and the different possibilities of applying it to their specific services. It also 
provided knowledge about the different services and how to enable them to be more transparent. 
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With the insights from this workshop in mind, one-on-one meetings were conducted with the different service 
partners. The goal was to enable the application of transparency for their specific services by answering the 
following questions: How can transparency be set up for the respective service? How reliable are the services, and 
how can the extent of that reliability be made transparent? How do we measure transparency and reliability? How 
can these measures be presented to lay users? How do we measure trustworthiness regarding the services?  

At the beginning of these workshops, the findings summarized under Section 3.8.4 and their relevance for the given 
service were discussed. The services were then gone through step by step to determine the input they needed, at 
which points users interacted with the service in what way, what kind of output the service produced, and if this 
differed depending on the user’s role. Additional attention was also paid to how reliable and accurate the service is 
in its answers and how it can be made transparent on a global and local level. All of this information was used to 
discuss, at which points the service can be made more transparent and understandable for users. 

3.8.6.5 Results 

In the following, a short summary of the first workshop is provided: For many services, textual explanations are 
preferred with visual supplements. There are a few parts that could be explained in general or for every service, 
such as „What is the input data?“ However, differences emerge in the data processing of the services. Therefore, 
these processes must be regarded in greater detail for each service. The different DAI-DSS services vary in 
complexity. Some are much more easily understood and, therefore, explained than others. However, the complexity 
also varies depending on the use case and the amount of data being processed. Two points were identified that 
are of particular interest to explain: The first is when user expectations are violated. If the system's output differs 
from what the user expected, then an explanation is especially important. The second point is when different 
services provide different outcomes. Here, an explanation is necessary to help the user understand why one service 
would recommend one action and a different service another. 

The following table (Table 2) shows the results of the one-on-one meetings with the different service partners and 
displays how different types of transparency could be implemented into different services and applied in different 
use cases. 

Services MORE:  
Resource 
Allocation  
MAS-based 

BOC:  
Support Machine 
Maintenance 
using RAG and 
LLM 

OMiLAB Support 
Understanding of 
Decisions 
through 
Conceptual 
Modelling 

JR:  
Resilience Score 

JR:  
Calibration 
Certification  

RWTH: 
Production 
Planning with a 
Hybrid Approach 

Global 
Trans-
parency 

 How does the 
service work? 
What are its 
limitations?  

 What can I expect 
from the results? 

 From low to high 
details / complexity 
optionally clickable 

 Details: How many 
similar vectors are 
used to create the 
final document? 

 Which rules are 
considered? 

 Priority of rules 
(available > 
experience > 
resilience > ...) 

 Which part of the 
individual resilience 
information reaches 
whom? 

 How is the 
information used? 

 Info that the 
document is 
compared with the 
target document 

 Final decision and 
responsibility still 
lies with the user 

 What information / 
input does the 
service use? 

 Setting a 
prioritization 

Local 
Trans-
parency 

 Why was an agent 
chosen? 

 Possibility to 
influence the 
parameters 

 Explanations in 
different levels of 
complexity -> 
parameter tuning 
(highest 
complexity) 

 Link to source 
document for the 
answer 

 Reasoning why a 
specific document 
is linked 

 Mark parts of the 
question that were 
important for the 
choice of 
recommendation 

 Display for 
workers which 
rule lead to the 
allocation 

 Which rules do 
not apply to the 
solution (which 
worker has too 
little experience, 
etc.)? 

 Meaning and 
characteristics of 
resilience 
parameters 

 Classification of 
workers scores 

 Feedback that 
something is OK 
or not OK 

 Present relevant 
parts of document 
with deviating 
values or spelling 

 Show two pictures 
highlighting the 
difference (in 

 Why was a user 
assigned to a 
position? 

 Information relating 
to production: 
What assumptions 
does the model 
make about the 
production of a 
particular product? 
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 Information about 
how fairness is 
ensured 

 Instructions for 
prompt design  

addition to the 
text) 

Other 
Trans-
parency 

 Who is 
responsible for the 
service? 

 How was it 
tested? Etc. 

 Background 
information: 
Authors, test 
processes, who 
else uses it? 

 Background 
information: 
authors, testing, 
etc.? 

 Information about 
privacy and data 
usage 

 Who tested and 
approved it? (e.g., 
workers' council) 

 Background 
information: 
authors, testing, 
etc.? 

 Background 
information: 
authors, testing, 
etc.? 

Accuracy 
Infor-
mation 

 suitability scoring 
for each result 

 suggestion:  
1. worker A (best 
suitable): 75% 
2. Worker b 
(second best 
suitable): 68%  
3. worker c (third 
best suitable): 
44%  
4. ... 

 Certainty/ accuracy 
for the system 
overall and for 
individual answers 

 Indication that the 
system can also 
make errors 

 Feedback option 
for correctness of 
answers  

 Ideally, the system 
learns from 
feedback directly, 
or the system is 
evaluated and 
feedback is 
considered later 

 How confident is 
the system with 
the answer? 

 Fit to preferences, 
resilience, and 
experience.  

 Are all deadlines 
met? 

 How well does the 
system work in 
general? (As an 
average of the 
above data over 
time) 

 Give feedback on 
the system: How 
satisfied are you?  

  Information about 
accuracy and that 
for signatures it is 
only compared, 
whether there is a 
signature at all or 
not 

 Visualization of 
how well the target 
prioritization is met 

Table 2: Results from workshops with different service partners with regard to the transparency in their services. 

This table and its contents can also be called up as an innovation item, see Section 2, “Innovation Shop”. 

3.8.6.6 Integration into the DAI-DSS Architecture 

Integration into the DAI-DSS architecture will happen with the service partners. In workshops and one-on-one 
meetings, solutions tailored to each service were discussed, which will then be implemented by the partner 
responsible for the corresponding service. Further workshops will accompany this process. 

3.8.7 Outlook 

The following outlook contains, on the one hand, processes for the methods that are currently still ongoing and, on 
the other hand, further research. 

 Regarding the application of our findings to the DAI-DSS, one-on-one meetings with the different partners 
will continue during the implementation of the services to support their application of transparency 
measures, enabling higher transparency and trustworthiness of the DAI-DSS system and its services.  

 As part of Work Package 6 “Evaluation”, the introduction of DAI-DSS services will be accompanied by 
further surveys of employees at the production sites of the use case partners to identify potential changes 
through introducing the DAI-DSS and evaluate the implementation.  

 Further Research: Validation of results found, e.g., further studies with lay users. Identify factors to foster 
understanding as an important component of trust of non-experts. 

 Further Research: Longitudinal studies for the exploration of long-term effects of implementing a DAI-DSS 
into a company 

 Further Research: How to communicate transparency and how to foster trust for those who are indirectly 
concerned by AI systems? 

 Further Research: Reasons for AI aversion and avoidance. How can this be counteracted? What influence 
does control have? 
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4 EXPLAINABILITY AND FAIRNESS IN AI SERVICES 

4.1 Overview 
Explainable AI and fairness of AI services in the context of industrial manufacturing environments are one of the 
key objectives in the project FAIRWork. In the first part of the project, the focus was firstly on which AI services 
would support the use cases that the industrial partners provided as key issues that require intelligent solutions. In 
the second part of the project, we will focus on how “explain-ability” and, particularly, fairness has to be introduced 
into the socio-technical systems, its services, i.e., the algorithmic decision-making.  

In this Deliverable 3.2 we describe basic principles of explainable AI and fairness in AI as well as first general ideas 
on how to proceed with implementations in the project FAIRWork. In the final Deliverable 3.3 of work package WP3 
we will describe then the concrete implementations of explainable AI as well as fairness in decision-making as well 
as the results of these realisations.  

In this Section, we firstly particularly focus on the transparency in algorithms that human IT experts would be 
able to understand. This transparency has been taken up by the framework of XAI, often overlapping with 
Interpretable AI, or XML. XAI either refers to an AI system over which it is possible for humans to retain intellectual 
oversight or refers to the methods to achieve this (Mihály, 2023115; Longo et al., 2024116). The focus is usually on 
the reasoning behind the decisions or predictions made by the AI which are made more understandable and 
transparent (Vilone & Longo, 2021)117. XAI is counteracting a tendency of "black box" in machine learning, where 
even the designers of the AI system cannot explain why it arrived at a specific decision (Castelvecchi, 2016)118.  

With the upcoming widespread us of AI systems and applications in industrial environments, accounting for 
fairness has gained significant importance in designing and engineering of such systems. AI systems will be used 
in DAI-DSS in sensitive socio-technical environments to make important decisions. We investigate various 
mathematical measures of fairness that will provide quantitative information about implicit bias in algorithms 
that render their decisions “unfair. In the context of decision-making,  

“fairness is the absence of any prejudice or favouritism toward an individual or group based on their 
inherent or acquired characteristics” (Mehrabi et al., 2021)119.  

Thus, an unfair algorithm is one whose decisions are skewed toward a particular group of people. Thus, it is 
mandatory to ensure that these decisions do not reflect discriminatory behaviour toward certain groups or 
populations of either workers or human decision makers.  

One challenge that any software must overcome before being integrated into human-centred routines is algorithm 
bias. Most learning-based algorithms require large datasets to learn from, but several social groups of the human 
population have long been unrepresented or misrepresented in existing datasets. If the training data is not 
representative of the variability of the population, the AI tends to amplify biases, which can lead to a lack of 
generalisation and thus neglect of workers or decision-makers in the case of FAIRWork, e.g. gender or age specific 
and ethnic minorities that have always been underrepresented in existing datasets, which can intensify inequalities. 
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4.2 Explainability and Fairness Introduction 

4.2.1 Explainability in FAIRWork 

Explainable AI or XAI should enable users to introspect a dynamic system as well as control options to understand 
how software arrives at a solution to a problem. In order to create transparency with regard to possible 
discrimination by the AI, FAIRWork considers using characteristic, internationally proven XAI tools. Typically used 
XAI software are local interpretable model-agnostic explanations (LIME; Ribeiro et al., 2016120), shapley additive 
explanations (SHAP; Lundberg & Lee, 2017121; Aal et al., 2021122) or the what-if tool (Wexler et al., 2020123). 

The Shapley value provides a principled way to explain the predictions of nonlinear models common in the field of 
machine learning. By interpreting a model trained on a set of features as a value function on a coalition of players, 
Shapley values provide a natural way to compute which features contribute to a prediction or contribute to the 
uncertainty of a prediction. This unifies several other methods, including LIME, DeepLIFT, and layer-wise relevance 
propagation. 

XAI tools make it possible to explain and interpret the predictions of machine learning models. However, different 
AI stakeholder require different types of AI transparency. Many forms of explainability have been developed to 
serve AI experts with the goal to enable them to gain insights into and improve AI systems. End users, on contrary, 
often require different types of AI transparency (see Figure 15). For them, understandability is more important than 
technically detailed explanations (Section 3.8.2). An additional concept of explainability could therefore be named 
understandability: Its goal is to foster acceptance, trust, and usage among users of AI systems that are not AI 
experts. Therefore, FAIRWork pursues the aim to establish both explainability for the developers and AI experts 
that are working on the DSS services as well as to enhance AI transparency for end users with a focus on fostering 
their trust and acceptance towards the system. First, in the service development the results of the previously 
described studies have been considered to enable users to understand the systems. Secondly, the front-end 
development that brings together all DSS for users also entails means for transparency that increase users’ 
understandability of the different services and enables them in an informed selection of a service. More information 
about this can also be obtained through the innovation item “AI Transparency for Trust”, see Section 2, “Innovation 
Shop”. 

 

Figure 15: Requirements and effects of AI transparency differ for user groups like AI experts and end users. 

Thirdly, explainable technologies can be used to track the specific influence of vulnerable parameters - such as 
gender, age and country of origin - on the recommendations generated by the intelligent software. FAIRWork 
considers therefore to track the vulnerable parameters and the context of the respective configuration for each data 
set. The vulnerable parameters enable the identification of discrimination. The context information makes it possible 
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to dynamically generate suitable recommendations adapted to the context if the context, such as, for a work 
allocation, changes over time. 

4.2.2 Explainability in CRF Use Cases 

In industrial settings, explainability is crucial, especially for scenarios like worker allocation and production 
scheduling, where the system's outcome directly affects people. Within the FAIRWork project, a linear sum 
assignment solver method was applied to address the challenge of fair and explainable resource allocation. This 
algorithm allocates available workers to the lines, using clear objective functions with explicit constraints like worker 
availability, the geometry of produced parts, workers’ medical condition and preferences. For example, breaking 
down how constraints like worker availability or preferences influence outcomes ensures alignment with operational 
goals, resulting in a transparent decision-making process. Additionally, visualizing solution steps, such as assigning 
orders to machines and workers to production lines, allows for clear communication that aims to build trust among 
the system’s users. 

4.3 Fairness in FAIRWork 
It is of the utmost importance that fairness be a fundamental principle in decision-making processes. This ensures 
that individuals facing similar circumstances are treated equally and not subjected to discrimination. Examples of 
unfair decision-making can include situations where individuals are discriminated against based on protected 
attributes such as race, gender, or age. Unfair decisions can arise when there is a lack of transparency in the 
decision-making process, leading to outcomes that are perceived as biased or unjust. For example, unfairness can 
arise when promotions are based on favouritism rather than merit, or when hiring decisions are influenced by 
personal biases rather than qualifications. 

In the project FAIRWork, “fairness” plays a role in several dimensions, as described in more detail, as follows, by 
several viewpoints. 

4.3.1 Application in FAIRWork Approach 1: CRF-Example 

Fairness in Decision Making 

First, it is clear that numerous decisions are made by groups. Social choice theory (Sen, 1986)124 addresses this 
fundamental aspect, namely the aggregation of individual preferences of group members into a collective decision. 
The question that must be answered is this: what makes a collective decision a good, i.e. "fair", decision? The aim 
is to achieve a more precise understanding of the collective decision-making process to master the new 
technological and social challenges in which aspects of decision-making and fairness are important. We must start 
with the preferences of individuals, machines, or criteria over a set of discrete objects. Then we must make a "fair" 
group decision. A major problem of most previous studies is the limited availability of actual preference information. 
Available information from elections or group decisions is usually limited to the data collected during the election 
process. Often these are only individual alternatives from a relatively large set of alternatives, such as in plurality 
voting, where everyone can cast exactly one vote in favour of one alternative. The underlying complete preferences 
(such as the complete ranking of alternatives) are usually not even recorded. It is therefore difficult to understand 
or even justify whether the collective result really corresponds to any kind of "collective will". 

Second, it is important to analyse the outcome of an AI service, especially for services that deal with the distribution 
and allocation of resources. 
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Fairness in Distributed Agent-based System 

In agent-based systems, fairness is a crucial factor in ensuring equitable outcomes for all agents (De Jong et al., 
2008)125 There are various techniques available for implementing fairness, including methods based on 
decentralised learning, distributed average consensus, and game theory. The objective in all cases is to ensure 
proportional fairness and envy-freeness. These techniques are essential for achieving fairness in resource 
allocation (Jiang & Lu, 2019)126. 

Furthermore, in system dynamics and agent-based modelling simulations, fairness can be conceptualized by 
considering procedural fairness, which concerns the procedures leading to outcomes, and distributive fairness, 
which relates to the perception of outcomes as fair or unfair (McGarraghy et al., 2022)127.  

Fairness in AI Services 

We examine the field of algorithm fairness and its objectives. To illustrate the significance of this field, we present 
examples of unfair models and their implications. Current state and future challenges discuss the challenges of 
achieving fair algorithmic decision making. The paper explores how bias in the data used to train these algorithms 
can perpetuate unfairness in real-world decisions (Tolan, 2019)128.  

However, the use of algorithms for automated decision-making can cause unintentional effects that lead to 
discrimination against certain specific groups (e.g., in the workload example). In this context, it is crucial to develop 
AI services that are not only accurate but also fair. 

Fairness in Multi-Agent Systems 

Fairness in MAS involves more than just designing algorithms, it requires an understanding of human fairness 
motivations and how these can be modeled and translated into a computational framework (De Jong et al., 2008)129 
The challenge lies in capturing the complex nuances of human fairness, which often encompasses ethical, social, 
and emotional dimensions, and embedding these into systems where multiple agents interact. This involves not 
only ensuring that individual agents operate fairly but also that their interactions lead to outcomes perceived as fair 
by humans. 

The dynamics within MAS often mirror social dilemmas where the interests of the collective clash with the goals of 
individual agents. In such scenarios, the concept of fairness extends to understanding and balancing these conflicts. 
Questions about whether agents will cooperate, or act selfishly underscore the importance of designing systems 
that can manage and ideally reconcile these divergent interests. This requires an understanding of how agents can 
either contribute to or detract from overall fairness in emergent team behaviors (Grupen et al., 2021)130. The 
development of cooperative multi-agent fairness thus reframes key questions to focus on whether agents, given 
incentives to collaborate, can learn to coordinate their actions effectively and fairly. However, the pursuit of fairness 
in MAS does not come without cost, especially as task difficulty increases. Empirical studies in cooperative multi-
agent tasks suggest that while fairness may be relatively "inexpensive" in simpler scenarios — where agent skills 
are sufficiently high — it can become increasingly costly in more complex situations. As task complexity rises, the 
challenge intensifies to maintain fairness without compromising the performance or utility of the system, illustrating 
the delicate balance needed between achieving equitable outcomes and maintaining high performance in MAS. 

Furthermore, the broader implications of fairness in decision support systems require a dual perspective that 
encompasses both algorithmic and societal views. On the one hand, there is a need to develop algorithms capable 
of balancing different relevant decision factors within a defined context. On the other hand, it is crucial to consider 
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whether the type of fairness achieved by these algorithms aligns with societal values (Angerschmid et al., 2022131; 
Jiang & Lu, 2019132). This distinction highlights the importance of not only designing decision support systems that 
are fair in a statistical sense but also ensuring that these systems contribute to a form of fairness that is meaningful 
and desirable within the societal context. This dual perspective underscores the ongoing dialogue and necessary 
adjustments in how fairness is conceptualized and implemented in both multi-agent systems and broader 
automated systems. 

MAS reproduces these behaviors taking advantage of descriptive models of human fairness that can be further 
explored with the objective of enhancing decision-making capabilities. In the next steps, we aim to explore fairness 
aspects in MAS in order to provide a broader socio-technical approach aligned with human values in fact desired 
in decision support systems. 

Fairness and Explainability  

Fairness and Explainability in AI-Informed Decision Making explore the relationship between people's perceptions 
of fairness and how decisions made by AI systems are explained to them. The study suggests that providing 
explanations can increase trust in the fairness of AI-based decisions (Angerschmid et al., 2022)133. 

Fairness and Trust 

A Study on Fairness and Trust Perceptions in Automated Decision Making examines the relationship between 
people's trust in automated decision systems and their understanding of how these systems work. The research 
highlights that a lack of transparency can lead people to question the fairness of such system. 

4.3.2 Application in FAIRWork Approach 2: FLEX-Example 

Algorithms for Decision Making that are using statistical and machine learning approaches and that are applied to 
biosignal sensor-based data highly depend on the modalities of the input data.  

In the Human Factors-directed component of the FLEX use case, we intend to sample for the purpose of risk 
stratification for stress and potential of resilience. Any algorithms in this context should be checked with respect to 
potential violation of fairness principles.  

In the following Sections we give an overview on fairness tools and measures that should be considered when 
applying decision making methodologies to human-centred data.  

Assessment Tools 

An interesting direction that researchers have taken is introducing tools that can assess the amount of fairness in 
a tool or system. For example, Aequitas (Saleiro et al., 2018)134 is a toolkit that lets users to test models with regards 
to several bias and fairness metrics for different population subgroups. Aequitas produces reports from the obtained 
data that helps data scientists, machine learning researchers, and policymakers to make conscious decisions and 
avoid harm and damage toward certain populations. AI Fairness 360 (AIF360) is another toolkit developed by IBM 
in order to help moving fairness research algorithms into an industrial setting and to create a benchmark for fairness 
algorithms to get evaluated and an environment for fairness researchers to share their ideas (Bellamy et al., 
2018)135. These types of toolkits can be helpful for learners, researchers, and people working in the industry to 
move towards developing fair machine learning application away from discriminatory behaviour.  

Bias in Data and Algorithms 
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Many AI systems and algorithms are data driven and require data upon which to be trained. Thus, data is tightly 
coupled to the functionality of these algorithms and systems. In the cases where the underlying training data 
contains biases, the algorithms trained on them will learn these biases and reflect them into their predictions. As a 
result, existing biases in data can affect the algorithms using the data, producing biased outcomes. Algorithms can 
even amplify and perpetuate existing biases in the data. In addition, algorithms themselves can display biased 
behaviour due to certain design choices, even if the data itself is not biased. The outcomes of these biased 
algorithms can then be fed into real-world systems and affect users’ decisions, which will result in more biased data 
for training future algorithms. 

Types of Bias 

Bias can exist in many shapes and forms, some of which can lead to unfairness in different downstream learning 
tasks. Surash and Guttag (2019)136 mention sources of bias in machine learning with their categorisations and 
descriptions in order to motivate future solutions to each of the sources of bias introduced in the paper. Olteano et 
al. (2019)137 prepare a complete list of different types of biases with their corresponding definitions that exist in 
different cycles from data origins to its collection and its processing. Here we will reiterate the most important 
sources of bias introduced by Surash and Guttag (2019)138 as well as from Olteano et al. (2019)139, integrating the 
survey of Mehrabi et al. (2021)140, as follows: 

 Measurement Bias. Measurement, or reporting, bias arises from how we choose, utilise, and measure 
particular features (Surash and Guttag, 2019)141. One should not conclude about people coming from 
specific social groups are associated with specific feature values different from others and should not 
apply a difference in how these groups are assessed and interpreted. 

 Omitted Variable Bias. Omitted variable bias occurs when one or more important variables are left out 
of the model. 

 Representation Bias. Representation bias arises from how we sample from a population during data 
collection process. Non-representative samples lack the diversity of the population, with missing 
subgroups and other anomalies. Datasets might for example represent more samples from younger than 
from elder people or being incline in the representation of females in contrast to a majority of data collected 
from males. 

 Aggregation Bias. Aggregation bias (or ecological fallacy) arises when false conclusions are drawn about 
individuals from observing the entire population. Features of various subgroups might differ in many ways, 
but the model ignores the varieties and makes false conclusions about the diversity in the complete 
population (such as, in Simpson’s Paradox; Blyth, 1972)142.  

 Sampling Bias. Sampling bias is like representation bias, and it arises due to non-random sampling of 
subgroups. Because of sampling bias, the trends estimated for one population may not generalise to data 
collected from a new population. 

 Longitudinal Data Fallacy. Researchers analysing temporal data must use longitudinal analysis to track 
cohorts over time to learn their behaviour. Instead, temporal data is often modelled using cross-sectional 
analysis, which combines diverse cohorts at a single time point. The heterogeneous cohorts can bias 
cross-sectional analysis, leading to different conclusions than longitudinal analysis. 
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 Linking Bias. Linking bias arises when network attributes obtained from user connections, activities, or 
interactions differ and misrepresent the true behaviour of the users.  

 Discrimination. Like bias, discrimination is also a source of unfairness. Discrimination can be considered 
as a source for unfairness that is due to human prejudice and stereotyping based on the sensitive 
attributes, which may happen intentionally or unintentionally, while bias can be considered as a source for 
unfairness that is due to the data collection, sampling, and measurement. Although bias can also be seen 
as a source of unfairness that is due to human prejudice and stereotyping, in the algorithmic fairness 
literature it is more intuitive to categorize them as such according to the existing research in these areas. 

Definitions of Fairness 

Binns (2018)143 studied fairness definitions in political philosophy and tried to tie them to machine learning. Authors 
in studied the 50-year history of fairness definitions in the areas of education and machine-learning. Hutchinson 
and Mitchell (2019)144 listed and explained some of the definitions used for fairness in algorithmic classification 
problems. Saxena et al. (2019)145 studied the general public’s perception of some of these fairness definitions in 
computer science literature. Here we will reiterate and provide some of the most widely used definitions, along with 
their explanations inspired from Verma and Rubin (2018)146. 

 Equalized Odds. The definition of equalized odds states that the probability of a person in the positive 
class being correctly assigned a positive outcome. The equalized odds definition states that the protected 
and unprotected groups should have equal rates for true positives and false positives. 

 Equal Opportunity. The probability of a person in a positive class being assigned to a positive outcome 
should be equal for both protected and unprotected (female and male) group members. The equal 
opportunity definition states that the protected and unprotected groups should have equal true positive 
rates.  

 Demographic Parity (Statistical Parity). The likelihood of a positive outcome should be the same 
regardless of whether the person is in the protected (e.g., female) group. 

 Fairness Through Awareness. An algorithm is fair if it gives similar predictions to similar individuals. Any 
two individuals who are similar with respect to a similarity (inverse distance) metric defined for a particular 
task should receive a similar outcome. 

 Fairness Through Unawareness. An algorithm is fair as long as any protected attributes are not explicitly 
used in the decision-making process. 

 Treatment Equality. Treatment equality is achieved when the ratio of false negatives and false positives 
is the same for both protected group categories.  

 Test Fairness. The test fairness definition states that for any predicted probability score S, people in both 
protected and unprotected groups must have equal probability of correctly belonging to the positive class. 

 Counterfactual Fairness. The counterfactual fairness definition is based on the intuition that a decision 
is fair towards an individual if it is the same in both the actual world and a counterfactual world where the 
individual belonged to a different demographic group. 
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 Fairness in Relational Domains. A notion of fairness that is able to capture the relational structure in a 
domain—not only by taking attributes of individuals into consideration but by taking into account the social, 
organisational, and other connections between individuals. 

 Conditional Statistical Parity. Conditional statistical parity states that people in both protected and 
unprotected (female and male) groups should have equal probability of being assigned to a positive 
outcome given a set of legitimate factors.  

Fairness definitions fall under different types as follows (Mehrabi et al.; 2021)147: 

 Individual Fairness. Give similar predictions to similar individuals. 

 Group Fairness. Treat different groups equally. 

 Subgroup Fairness. Subgroup fairness intends to obtain the best properties of the group and individual 
notions of fairness. It is different than these notions but uses them in order to obtain better outcomes. It 
picks a group fairness constraint like equalising false positive and asks whether this constraint holds over 
a large collection of subgroups. 

Methods for Fair Machine Learning 

There have been numerous attempts to address bias in AI in order to achieve fairness; these stem from domains 
of AI. Generally, methods that target biases in the algorithms fall under three categories (Mehrabi et al., 2021)148: 

 Pre-processing. Pre-processing techniques try to transform the data so that the underlying discrimination 
is removed. If the algorithm is allowed to modify the training data, then pre-processing can be used. 

 In-processing. In-processing techniques try to modify and change state-of-the-art learning algorithms in 
order to remove discrimination during the model training process. If it is allowed to change the learning 
procedure for a machine learning model, then in-processing can be used during the training of a model— 
either by incorporating changes into the objective function or imposing a constraint. 

 Post-processing. Post-processing is performed after training by accessing a holdout set which was not 
involved during the training of the model. If the algorithm can only treat the learned model as a black box 
without any ability to modify the training data or learning algorithm, then only post-processing can be used 
in which the labels assigned by the black-box model initially get reassigned based on a function during the 
post-processing phase.  
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4.4 Model-based Framework Supporting Trustworthiness in AI and Data 
The potential of AI promotes wide application and integration into many business domains. Gartner even predicts 
an increasing use of Generative AI to be more than 50% by 2027 (Chandrasekaran, 2024)149. At the same time, 
companies need to comply with the increasing challenges on trustworthiness aspects especially for problems 
including system bias, lack of explainability, ethical and privacy issues as well as emerging regulations and 
legislations e.g. AI Act requires AI to be lawful, ethical and robust throughout the lifecycle of AI systems (Li et al., 
2023)150. The main dimensions to ensure trustworthiness include human agency and oversight, technical 
robustness and reliability, privacy and data, transparency, algorithmic fairness, societal well-being and 
accountability (AI HLEG, 2019)151. Especially, GenAI and AI based on LLMs face several disadvantages when 
applying it in critical applications with regards to a lack of transparency and explainability. As it has no “semantic” 
understanding and only imitate “understanding” it is biased and hallucinates (Szczuko, 2024)152. Additionally, LLMs' 
current reliability, explainability, and robustness might conflict with legal regulations. Therefore, presentations on 
“Hybrid AI” as by Akhai (2023)153 and publications by Mattioli et al. (2022)154 or Bork et al. (2023)155, and XAI in 
combination with conceptual modelling examine the combination of symbolic and sub-symbolic AI approaches with 
the idea of using well-established symbolic approaches to improve the shortcomings of GenAI and AI based on 
LLMs. While symbolic AI is transparent, explainable, accountable, reliable, and deterministic; sub-symbolic AI is 
flexible, abstract, data-driven, and capable of extracting implicit dependencies from data. Conceptual models are 
seen as symbolic AI, especially if they are used to represent e.g. rules, fuzzy rules, workflows or semantic models. 

Thus, besides the initially described AI verification tools in Section 4.2.1 such as LIME or SHAP for transparency 
and explainability or Aequitas for fairness, a model-based framework to support the assessment and facilitation of 
robustness or reliability of AI and data, is introduced in this section. One example of supporting AI applications for 
FLEX services using LLMs to structure information and generate business process models is given. Detailed 
descriptions of the models used for other services are given in Deliverable 4.3. 

The model-based framework, discussed in this section, aims to utilize models to enhance trustworthiness and its 
underlying aspects e.g. transparency, reliability, explainability, accountability, etc., of AI applications especially 
data-driven AI such as LLMs. The framework is illustrated in Figure 16.  

Conceptual models as discussed in this section and the research track introduced in Section 3.7. are used to 
represent knowledge in a way that is understandable for humans and machines. The framework, which is 
introduced below, contains three categories on how conceptual models can be used to support AI and data 
trustworthiness. Different modelling languages, where semantics are defined in their metamodels, can be used to 
describe knowledge, which is used to cover different aspects of trustworthiness. For example, trustworthiness can 
be supported by using the models as input for the decision services, which suggest solutions based on the model 
knowledge. Here the models themselves can also be used to explain how the decision is made. Or models can be 
enriched with information on who is responsible for a decision, defining accountability explicitly.  

To increase the understandability of the models, well-known modelling languages like BPMN or Archimate can be 
used. Having a modelling language is not enough, as they must be properly used to increase the value of the 
models (Karagiannis & Kühn, 2002)156. Additionally, the semantics that models can represent and understanding 
depends on how knowledgeable the users are with the modelling language. The interpretability can be improved 
for domain experts by tailoring the modelling languages and the concepts used to the domain (Karagiannis, 
2015)157. But not only the available concepts must be tailored to the domain, but also the offered functionality must 
be adapted to meet the needs of the users. Therefore, within FAIRWork we not only used established modelling 



 

 

 

 

Copyright © 2025 RWTH and other members of the FAIRWork Consortium | www.fairwork-project.eu   Page 71 of 93 

languages, but also applied a model-based Design Methodology, described in our Deliverable 2.1, which uses 
different modelling languages on different abstraction levels to not only describe but also to understand. Therefore, 
the procedure is started with physical workshops, where high-level physical models are created, which are 
automatically transformed into digital models, capturing a common understanding of the scenarios that should be 
implemented in processable way. These models use tailored and semantic-rich representations, facilitating a 
common understanding by people with various backgrounds. They help to better understand the scenarios and 
identify problems early. This understanding also supports the creation of domain models of qualified content, as 
described in Figure 16.  

 

 

Figure 16: Model-based framework to support AI and data trustworthiness. 

For businesses different ethical, legal or business requirements applicable principles emerge depending on the 
particular use case of AI. For example, the type of AI or its application area like medicine or financial domains 
determine the level of risk of AI demanding the setup of ethic, legal and technical-specific compliance measures 
and principles. These compliance aspects can be illustrated with domain-specific concept models and can be 
approved through different experts like ethical, legal, technical or domain experts. As an example, we introduced a 
service for certifying models through experts, increasing the trust for the modelled situation. This service was 
introduced and described in Deliverable 3.2 under the ethical watchdog section. The graphical models aim to 
support explainability and transparency while the humans in the loop support trust and reliability.  

Based on the defined principles different ways to integrate legal, ethical or technical aspects into AI or into 
governance processes this also includes increasing trustworthiness and reliability of AI are proposed. Three main 
categories are identified. First, through AI steering technologies, second through quality approved AI-solution 
development and third through creation of qualified content and data. For the categories different models 
ranging from strict formal like workflow or rule engines to semi-formal representation such as business process or 
decision models can be used.  
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The first category of AI steering technologies covers “execution models” to configure AI solutions during runtime. 
These can include a combination of goal and rule models to influence agentic based services, but also steering 
mechanisms in form of workflows, rules or knowledge graphs that specify the execution of AI-solutions. 

The second category specifies quality approved AI solution development referring to “governance Models” 
specifying the development process, used tools required validation steps during implementation and any 
assessment models. Also, governance processes for AI configuration and building can be captured. 

Qualified content and data can be supported by “domain models” referring to BPMN, enterprise architecture models 
(ArchiMate), or governance, risk and compliance models. These can, for example depict certain business 
processes, goal and measures or context information. The models can be certified and digitally signed by experts 
and be used as verified data. 

As an example of enhancing the transparency and reliability of AI applications, especially LLMs through AI steering 
technologies, one approach for the FLEX “document to process model” prototype is introduced. The prototype uses 
LLM and in particular gpt-4o to generate business process models from word documents. When uploading the 
document and by pressing the “submit” button, different components and services of the application are triggered. 
For example, the first step of the workflow is the component “extract text”. For this a service is used to interpret 
different types of documents like docx, pdf, txt, etc. and extracts the textual content and the contained images. The 
second step of the workflow is “extract BPMN” which is a prompt for interpreting text and generating a JSON. 
There are multiple steps needed to guide the AI to the final result. For each of the steps certain prompts and 
requirements are defined that the AI-solution must consider or comply with. With this workflow, the LLM based AI 
in combination with agentic workflows aims to be easier explainable, more transparent and reliable. More technical 
details about the prototypes can be found in Deliverable 4.3 

One part of the research in supporting the explainability through conceptual models is which functionality can 
support understanding the models and the represented scenarios. For example, how data from already made 
decisions can be represented within the models to not only show abstract scenarios but concrete ones by enriching 
them with data, how finding input for defining important aspects of the scenarios can be supported or how models 
can be animated to visualize dynamic aspects concretely. This enrichment enhances the quality content domain 
models from the corresponding category, introduced above, as the enriched models are available together with the 
domain models, supporting a better understanding of the models themselves.  

To improve the digital representation and therefore supporting the understanding of the of the scenario, it was 
researched how the automatic transformation from the physical to the digital models, the adaption of the domain 
concepts and the tailoring of the functionality of the used modelling tools and the created models can be improved 
to improve the comprehensibility of the models. This was done by creating prototypes with the ADOxx-based 
modelling tools, Scene2Model and Bee-Up.  

 

4.5 Ethical Watchdog 
The watchdog agent promotes fairness within DSS by continuously monitoring and assessing the system's 
processes and decisions to ensure they are equitable and adhere to ethical standards. Its primary function is to 
safeguard against the disproportionate disadvantaged of particular groups, upholding the principle of equity and 
aligning the system's operations with established ethical guidelines. 
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A key attribute of the watchdog agent is its ability to enhance accountability, a cornerstone of ethical system design. 
Accountability is achieved by flagging deviations from ethical standards and ensuring that these deviations are 
promptly addressed. The watchdog agent prevents the system from operating as a complete "black box," where 
decisions are made without clarity or recourse for affected individuals, holding the system responsible for adhering 
to predefined criteria and metrics aligned with ethical principles (Guidotti et al., 2018)158. The incorporation of 
fairness metrics, such as demographic parity, further strengthens the agent's role in objectively evaluating 
outcomes and enforcing predefined thresholds of fairness. This ensures that the system consistently delivers 
equitable results across diverse groups, fostering trust in its operations in a human-centric approach (Mehrabi et 
al., 2021159; Binns, 2021160; Florridi & Taddeo, 2016161). 

Furthermore, the implementation of ethical standards minimizes the risk of the system engaging in harmful or 
unethical practices. The watchdog agent translates complex algorithmic operations into accessible outputs, 
empowering decision-makers to make informed choices that also consider ethical dimensions. This informative role 
not only enhances the system's transparency but also ensures that ethical guidelines are integrated into the final 
decision-making process. 

The watchdog agent's ability to promote both transparency and accountability is fundamental to ensuring that the 
DSS operates with integrity and trust. Without these attributes, the system risks eroding stakeholder confidence, 
perpetuating biases, and failing to meet its intended ethical and functional objectives. The watchdog functions as 
an indispensable component of DSS ensuring fairness by addressing biases, promoting transparency, enabling 
dynamic oversight, and fostering accountability. Its role not only improves the system's ethical performance but 
also builds trust among stakeholders by demonstrating a commitment to equity and justice in decision-making 
processes. 

The “Ethical Watchdog” function demonstrates its particular cleverness by being conceptualized as a stand-alone 
technical tool. The possibilities it offers for identifying inconsistencies in ethically relevant objectives are fascinating. 
Such inconsistencies represent the starting point for further ethical reflection, but cannot serve as its result. 
Therefore, we want to emphasize at this point that there are also limits to the automation of this function. For it is 
precisely the special ambivalences and problems of forming judgments that require social rather than purely 
cognitive intelligence. Against this background, it is true for the “ethical watchdog” function, as it is ultimately for the 
forms of democratization of companies through digital tools discussed below, that social processes must be 
implemented to ensure that it actually works. 
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5 THE DEMOCRACY QUESTION 

The great potential of digital technologies to reconstitute socio-technical-economic orders has, from the outset, 
triggered a discourse about the associated futures. Two more or less polarizing perspectives have emerged. On 
the one hand, a discourse of development opportunities that arise from these technologies for the continuation of 
democratic practices of public-political communication and decision-making. The opportunities for more equal 
participation, greater inclusion and stronger representation are obvious. At more or less the same time, however, 
a discourse has emerged about the side effects of these technologies, which, in contrast to the first discourse, 
focuses on the specific side effects of these technologies and, in particular, their de-democratizing tendencies. 
Moreover, with regard to recent developments of re-adjusting principles of the use of such technologies more or 
less under economic reasons, the quest is getting more and more crucial, whether and how in the realm of AI, 
democratizing decision-making entails promoting democratic practices throughout the development, 
implementation, and utilization of technologies – or, to the contrary, leads to the opposite dynamic. From a viewpoint 
of political systems, democracy is the most ambitious form to perform power by, for and with the people. Typically, 
hierarchical organizations, like companies, are not the place of democratic decision-making. On the contrary, 
companies as formal organizations are characterized by the fact that they do not make decisions in a participatory 
way, but rather in a consistently asymmetrical way, through a clear hierarchical structure.  

In this context, the question of democratization in companies seems paradoxical. Especially since current 
developments tend to limit the institutionalized forms of co-determination in companies (via trade unions). A closer 
look, however, shows that this is not as paradox as expected, for at least two reasons. On the one hand, the 
innovative action of companies is increasingly developing in the direction of open innovation. This enables new 
coordination services by opening up to other companies. In this way, innovation processes can be put on a more 
solid ground. On the other hand, there are ideas about the democratization of innovations, according to which the 
users of a technology are increasingly involved in the process of creating this product and keep pace with it. These 
two dynamics reveal that specific opening processes are very much underway in companies. In the process, new 
actors, typically external actors, come into play. When it comes to the question of democratization, a dynamic of 
democratization “outwards” and one “inwards” can be identified. These can be interlinked, but they do not have to 
be. Nonetheless, this indicates a cultural change that is significant with regard to the question of democratization 
of companies with and through digital tools. 

5.1 Democracy in Companies 
Processes of democratization in companies face the particular challenge that forms of democratization on the one 
hand and the hierarchically structured command structure on the other tend to exclude each other. Therefore, a 
keen eye is needed for the forms and scope of processes of internal democratization of companies - with or without 
digital tools. Ultimately, formal democratization in companies can be described as a de-concentration of hierarchical 
power, which simultaneously increases the functionality and legitimacy of workflows within companies by following 
a more participatory decision-making model and thereby absorbing the de-concentration at the top with a 
participatory concentration of power at the lower levels of the organization. With regard to our task here, democratic 
decision-making can be seen as an effort to involve possibly most of the individuals within a group in the decision-
making process and to prevent illegitimate centralization and concentration of power in this process. This process 
necessitates an analytical approach that considers both social and technical factors. Its aim is to ensure that AI 
technologies contribute to enhanced democratic decision-making processes. For achieving this, it is of utmost 
importance to explore specified methods for democratic control over technologies implemented for decision-making 
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support as well as to understand how they can foster democratic practices in companies in general (Noorman & 
Swierstra, 2023)162. Since such processes are obviously characterized by a considerable fragility, this cannot be 
built solely on the hope that the technical systems (in this case, the support with a MAS) will sufficiently structure 
the processes. Rather, the situation is such that the introduction of such MAS changes the socio-technical 
configuration of the organization. In order for this to be recognized by the people involved as a legitimate change 
in the organizational structure, appropriate legitimacy resources are required in the corporate culture, as well as 
corresponding institutional-procedural safeguards within the operational organization of the company.  

To achieve this goal, FAIRWork project has designed and implemented the DAI-DSS, integrating various 
technologies to support decision-makers (Woitsch et al., 2023)163. Therefore, the democratization of decision-
making within socio-technical contexts is specifically focusing on Democratic Decision-Making with MAS. Thereby, 
questions of participation, representation or transparency are decisive. Thus, stakeholders and managers in 
companies are also striving for fair decision-making models (Charles et al., 2021164; Hilton et al., 2021165; Dingwerth 
et al., 2020166) Nowadays, the use of new technologies to enhance democratic decision-making models opens up 
new possibilities in this context, demanding additional examination. One important aspect hereby consists in the 
fact, that the democratization of decision-making in socio-technical settings can imply an integration of essential 
democratic features in the implementation process. This ensures that the implementation of the DSS not only 
enhances efficiency but also improves the company and empowers employees to engage in meaningful 
participation. One of our key results in conducting the case studies as mentioned above (Section 3.2), consists in 
identifying additional factors which have been regarded as democratic features in the respective cases (Figure 17).  

Besides the primary features, Learning Implementation is recognized as a key factor that fosters democracy 
because it enables a long-term, comprehensive learning period from scratch, in which all employees are actively 
involved. Such implementation is less likely to be denied or forgotten, and any limitations of the digital tool can be 
identified quickly and resolved. Customizability also enables last-minute adjustments for customers and decision-
makers, giving them more control over how the system operates and enhancing the system's flexibility. Clear 
responsibilities (or rather accountabilities) are always a relevant factor in the development of organizations. This is 
even more the case when organizations are undergoing a more or less fundamental change, like in the case of 
such an implementation of a digital technology for supporting decision-making. Additionally, accountability is an 
important democratic feature because it fosters transparency and fairness. This allows individuals to track the 
decisions made by the system and ensures that decisions can be changed or improved if necessary.  

Consequently, these features empower employees by providing tools and opportunities for active engagement in 
decision-making, ensuring their voices are heard and fostering a more inclusive, collaborative environment that 
promotes collective decision-making. At the same time, the dimensions of a responsible AI shown in Figure 17 
make it clear that a multitude of relevant criteria must be taken into account in processes of democratization. 
However, the criteria do not behave consistently in a linear fashion (in the sense that achieving one would 
simultaneously imply improving the other criterion). Rather, the situation is much more complicated. In some cases, 
these criteria are competing to each other. Therefore, two strategies are important. Firstly, these criteria must be 
taken into account in the MAS and the procedure must be supported. Secondly, the social quality of the 
implementation processes of such tools plays a central role. Otherwise, this process would come into sharp 
contradiction to the articulated relevant criteria for the evaluation of democratization. 
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Figure 17: Features of democratic AI in companies. 

 

The criteria mentioned above ultimately identify the central objectives of a model for democratic decision-making 
in organizations. Nevertheless, the challenge arises as to how these criteria can be operationalized in concrete 
terms. This form of operationalization is a highly context-dependent activity. It depends on the specific context of 
application of the respective company. Against this background, a corresponding workshop was held to further 
operationalize the criteria for democratizing companies through digital tools (see Figure 18).  

 

Figure 18: First task in the democratic AI workshop. 
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5.1.1 Worker Expectations Reflecting Features of Democratic AI 

Following the various challenges faced by workers mentioned in Section 3, they also shared their expectations 
reflected key features of E-Democracy (Council of Europe, 2020)167, such as Fairness, Transparency, and Trust. 
During the focus group interview, workers expressed their desire for Fairness in the workplace. They emphasized 
the importance of fair recognition and appreciation, highlighting the value of personal engagement from their 
superiors, suggesting that even brief check-ins could strengthen their sense of appreciation. Another point 
highlighted by workers across all hierarchical levels was the importance of fostering fair treatment. They discussed 
the challenges of ensuring fairness in the workplace, recognizing that varying levels of effort and competencies 
might require different approaches to treatment. The demands included a focus on improving PTO management, 
particularly for employees with frequent absences. The interviewees expressed interest in a digital tool that could 
support more efficient and reliable PTO tracking, helping to streamline planning. Ultimately, employees emphasized 
the importance of fair and equitable worker allocation, expressing the expectation that assignments should be 
transparent and well-balanced. 

Expectations regarding Transparency may not be numerous, but they are significant in quality. The employees 
from the top-floor level believed that for a digital tool to be successfully implemented in the company, its tangible 
advantages must be transparent from day one. Apart from the DSS, experienced employees who have been part 
of the workforce for a long time emphasized the importance of timely and clear communication about changes with 
workers. They noted that workers expect to be informed about every restructuring as soon as possible, even if it 
doesn’t directly relate to them: “One of the most important aspects is, of course, communication with employees. 
How clear is it? How iterative is it? How quickly does it reach them? Does it arrive on time or late? Do others already 
know more? The earlier, the better—it’s always beneficial to involve every employee and their families as early as 
possible during changes. That’s obvious, and it’s noticeable that employees are quite demanding in this regard, 
even if they say they would like it. Currently, there’s a bit of a time-related issue, where it’s clear that employees 
need to be consistently informed, even if the matter doesn’t immediately affect them—because, in the end, it affects 
everyone.” 

In order to Trust the digital tool, workers needed at least 70% alignment between their preferences, opinions, and 
choices with the tool’s suggestions. They argued that 30% differences are not problematic because the tool cannot 
account for some personal matters. The workers also emphasized their own effective role, based on their 
experience and awareness. Considering the ethical concerns regarding AI (Dhruvitkumar et al., 2024)168, the 
workers were reluctant to expose private data with the digital tool in the workplace. However, they believed that 
over time, further exploration could build trust in AI. 

Expanding on the operationalization of findings through the workshop process, we asked the service partners in 
the project to identify which expectations mentioned in both the Onboarding and Precession phases are applicable 
to their services. As shown in Figure 19, simplifying system usage, empowering staff for decision-making, reducing 
human intervention, and fostering continuous learning during tool deployment were the most frequently mentioned. 
Collaborative decision-making with AI, indicating resource availability and locations, ensuring fair treatment of 
employees, balancing team contributions, and enabling data and workflow review were also highlighted. 
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Figure 19: Second task in the democratic AI workshop. 

 

5.2 The Question of Representation 
In our particular case of DAI-DSS, the question of representation has a twofold quality. On the one hand, we have 
the participatory aspect of the representation of specific individual concerns in the process of collective decision-
making about the introduction of such a tool. On the other hand, the implementation of such a tool is precisely about 
the representation of workers and their specific claims in the technical object of the MAS. From this perspective, 
representation is the key issue in the question of processes of democratization in companies. This is because it 
ensures that, in the event of undesirable developments, options for adaptation exist for the various groups of actors 
in the organization. Due to the aforementioned complexity and inherent complexity of the question of representation, 
three lines of argumentation will be pursued in the following. Firstly, we will further deepen and conclude the 
conceptual considerations that we had already begun in Deliverable 3.2. Secondly, we will underline and thus 
support these considerations with corresponding empirical results from the case studies. Thirdly, it is to be shown 
that the question of legitimacy can only be answered while implementing social procedures of embedding DAI-
DSS.  

5.2.1 Conceptual Questions 

In the conceptual structure, we argued that there are basically three crucial elements. Firstly, the MAS functions as 
a form of indirect representation. It represents a kind of mediation instance between workers and the respective 
production situations in which concrete allocation decisions have to be made. Secondly, this indirect representation 
is to be thought of and developed as a layered model of different options and ranges of representation. This is 
because appropriately constituted processes of mediation are needed to maintain the ability to make decisions in 
the organization. Thirdly, these layers can be used to elaborate specific functionalities of the relation between 
technical representation in the MAS and the requirements of workers. In this sense, the following concept 
development can be understood as the realization of precisely such a “nested representation” (Figure 20). 
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This structure enables the development of democratic decision-making in the tension between wishes for 
representation and the form of being represented. This starts from the zero level of problem recognition by workers 
and continuing to the fifth level of DAI-DSS. Team members are typically the first who identify problems within their 
own division and consequently seek collectively to find possible solution. The extent of priority, comprehensiveness, 
and importance of the issue determines the solutions suggested by the teams. Moving to the second level, 
representatives convey the identified issues and proposed solutions to experts, engaging in negotiation to explore 
potential solutions. The third level provides an opportunity for team members to select preferred solutions from 
suggestions by representatives and experts. The suggested solutions have one additional step before embedding 
in MAS, where worker's representatives and experts play a significant role; At the fourth level, representatives and 
experts negotiate the most chosen solutions and decide which ones have the capability to coordinate with the 
system's goal for MAS implementation. This interaction not only assesses the precision of the solution but also 
enhances decision legitimacy, representation, transparency, and trust within the company. All relevant information 
and parameters regarding the process including the input coming from the people is modelled into the MAS aligned 
with the goals of the specific process. A negotiation dynamic between the agents is then designed in direction to 
the system's goals within the boundaries and constraints natural to each type of process deriving from the kind of 
task or activity developed in each scenario. The agents’ interactions play a decisive role in balancing different kinds 
of parameters among the existent stakeholders. These digital representations of human stakeholders and their 
interactions following well-established goals while considering fairness aspects in the workplace allows to a 
democratization of decision-making. 

 

Figure 20: Levels of decision-making processes with MAS giving a socio-technical structure to DAI-DSS. 

 

A “nested representation” like this also impressively demonstrates the socio-technical complexity of such demands 
for democratization of decision-making processes in companies. Although these respective levels, which must be 
related to each other here, can be technically mapped, they cannot be exclusively technically realized. Rather, a 
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socio-technical arrangement is needed in which the necessary coordination processes are always anchored 
institutionally and procedurally in the organization of operations in the company. This conceptual framework can 
also be found as an innovation item in Section 2. 

 

5.2.2 Empirical Insights 

As mentioned in the previous sections, to democratize decision-making through the implementation of MASs in 
companies, we conducted a case study consisting of onboarding and precision phases. By utilizing a 
comprehensive methodology including documentary analysis, observations, individual interviews, and a focus 
group interview we gained valuable insights into the current decision-making processes, the level of employee 
engagement in our selected use case, the functionalities employees expect from a DSS, and the challenges 
workers currently face within the company. 

The findings underscore the need for the development of a robust DSS to initially offer production-line responsible 
persons a diverse array of solutions, thereby facilitating informed decision-making. The implementation of such a 
system, coupled with the delegation of tasks and responsibilities to the system, shows potential for alleviating 
existing workloads and time pressures, ultimately fostering employee productivity and innovation across all 
organizational levels. With regard to the exploration of employee involvement, we found that the dominant high 
level of trust among team members has led to a decreased tendency to raise objections or offer suggestions. 
Despite the presence of a strong level of trust within the team, such trust may be weakened in instances where a 
mismatch arises between decisions reached collectively and their subsequent implementation within the company. 
However, with the implementation of a DSS, such problems can be addressed, as they may arise from the 
involvement of several decision-makers, each with potentially conflicting perspectives and suggestions. In addition, 
the analysis of outcomes within the involvement dimension indicates that decisions made at the shop floor level are 
typically characterized by a higher degree of transparency, often resulting from regular meetings, active inquiry, 
and the inclusive participation of all relevant staff members. Conversely, decisions formulated at the upper 
management level are less frequently perceived as transparent to the entire staff. Furthermore, notably, employees 
view the DSS as a supplementary tool, rather than a replacement for human decision-making. 

Addressing the challenges in the second step of the research reveals a significant area for discussion. In addition 
to the issues identified in the individual interviews, the focus group interview provided shop-floor workers with an 
opportunity to share their core concerns within the workflow. Notably, discussions primarily focused on personal 
dynamics rather than work-related concerns. Workers highlighted the importance of balanced team contributions, 
equitable work assignments, fair recognition and appreciation, and fostering an inclusive and respectful work 
environment. 

However, there is a tension emerging. The tension between the needs and ambitions of the ones being represented 
in the decision support tool and the forms and logics of representing within the tool. This tension can be seen as 
the litmus test of the development of these kinds of tools. If there are no further options to get an insight or to 
intervene into the ways of being represented, the tool’s legitimacy is at risk. In alignment to this, the workers express 
a firm belief that such a system should not take away their autonomy in decision-making but should instead enhance 
their ability to make informed, efficient, and simplified decisions. The consensus among employees is that the DSS 
should act as a guiding mechanism or an option identification tool, providing insights and recommendations to 
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facilitate improved decision-making processes, while the ultimate responsibility for decision-making remains with 
human actors. 

Building on this perspective, we can conclude that forms of democratization via MAS can only be achieved if key 
democratic features are incorporated into the development and implementation process. This ensures that the use 
of the AI tool not only increases efficiency but also improves the company and empowers employees to engage in 
meaningful participation. According to our findings, these democratic features are transparency, fairness, and 
representation. This implementation process leads to continuous stabilization and fosters legitimacy. 

5.3 Legitimacy via Social Embedding and Procedural Implementation of 
AI Tools 

The question of the democratization of companies through digital tools, as the previous considerations and findings 
should show, represents a process that depends on a variety of special conditions. The particular potential of AI 
solutions (in our case an MAS) for such processes of democratization in companies clearly stands out. This is 
because not only the obvious claims can be realized, but the range of criteria for democracy-building qualities is 
considerably expanded. This finding alone points to the opportunity that such technologies offer for a democratically 
transformed socio-technical order. In particular, the opportunity to increase representativeness stands out in its 
significance. This is because the tool can be used to uncover a whole range of layers for democratization in the 
process organization of companies. However, this circumstance does not per se mean that the democratizing 
potential will actually be realized. This depends on further conditions. 

Among other things, the fact that this potential for democracy-building also has a number of possible side effects 
and problems in terms of restricting democratizing dynamics must be noted. The introduction of such a tool can, 
quite contrary to the democratizing tendencies, also be used to strengthen hierarchical governance in companies 
by creating a more refined form of command structure. This option cannot be ruled out from the outset. Rather, this 
possible outcome of the development points to a very crucial circumstance in the introduction and implementation 
of such tools. These can only contribute to democratization in companies to the extent that they themselves have 
been democratically introduced. Thus, the legitimacy of the use of such tools in companies is not only due to their 
convincing functionality, but rather to the courage to make the introduction itself a democratizing event within the 
company. 
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6 SUMMARY AND CONCLUSIONS 

This deliverable consists of four main parts. The first part, Section 2 is dedicated to the FAIRWork innovation shop 
as a key result of our work. Not only does it provide essential tools and heuristics for implementing DAI-DSS in 
companies. Moreover, this shop provides an overview of the central tasks involved in such an implementation. At 
the same time, the modular structure of this shop ensures that the respective results are always kept up to date 
and that items can be easily added if this proves to be helpful and relevant in the light of new findings. 

The second part, Section3, focuses on the detailed outline of the research services, methods and studies that make 
up a research collection. It also shows the application of sensors to capture critical information about the mental, 
affective, and motivational state of humans. Furthermore, it introduces a novel framework using Personas for 
Human Digital Twins in decision-making. The third part, Section 4, provides an overview of the different research 
strands which have been dedicated to the key questions of explainability and fairness in AI services, enfolding the 
relevant conceptual as well as empirical work and ending up in the quest of how to think and establish an “Ethical 
Watchdog” as tool and procedure. The fourth part, Section 5, specifically focused on the multifaceted questions of 
democratization at company’s workplaces via AI technologies. Especially, the representation problem was 
elaborated as cornerstone question in this regard. 

The identification of key research factors within industrial use cases further strengthens the practical implications 
of future studies. By analysing these factors from both human and technical perspectives, the report offers valuable 
insights that can guide developers and practitioners in optimising their decision support systems. This 
comprehensive understanding of the challenges and requirements in real-world scenarios ease the development 
of tailored solutions that address demanding manufacturing needs. This report provides with relevant concepts and 
tools for conducting further studies of this type to increase our knowledge about a broad range of application 
scenarios. 

Ultimately, the collective efforts of examining literature, employing research methodologies, identifying key research 
factors, and implementing an effective communication strategy contribute to the broader goal of advancing decision-
making processes and facilitating the successful adoption of AI and MAS technologies in decision support systems. 
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7 ANNEX A: LIST OF ABBREVIATIONS 

Abbreviation Meaning 

AI Artificial Intelligence 
BPMN Business Process Model and Notation 
CM Conceptual Modelling 
CMAI Conceptual Modelling with AI 
CP Constraint Programming  
CPS Cyber-Physical Systems 
CSV Comma-Separated Values 
DAI-DSS Democratised AI-Decision Support System 
DORA Digital Operational Resilience Act 
DHS Digital Human Sensor 
DMN Decision Model and Notation 
DSS Decision Support System 
ER Entity-Relationship  
GDPR General Data Protection Regulation 
GenAI Generative AI 
GUI Graphical User Interface  
HR Heart Rate  
HRV Heart Rate Variability 
HTTP Hypertext Transfer Protocol 
ISB Intelligent Sensor Box 
ISO International Standards Organization 
IT Information Technology 
JSP Job Shop Problem 
JSON JavaScript Object Notation 
LIME Local Interpretable Model-agnostic Explanations 
LLM Large Language Model 
MAS Multi-Agent System 
ML Machine Learning 
NFO Non-Functional Overreaching  
NLP Natural Language Processing  
OCR Optical Character Recognition  
PSS Perceived Stress Scale 
PTO Paid Time Off 
RAG Retrieval-Augmented Generation 
REM Rapid Eye Movement 
REST Representational State Transfer 
RESTQ Recovery-Stress Questionnaire  
RL Reinforcement Learning 
RRSM Resilience Risk Stratification Model 
SHAP Shapley Additive Explanations 
TRL Technology Readiness Levels 
UI User Interface 
URL Uniform Resource Locator 
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UX User Experience 
WP Work Package 
XAI Explainable AI 
XML Explainable Machine Learning 

Table 3: List of abbreviations. 
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